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Abstract 

In this thesis, I present the results of the study on optically active copper sulfide and copper 

indium sulfide nanoparticles (NPs). These two materials are currently under intense study, 

since the last years of research have proved them to be viable, reliable, non-toxic, and cheap 

alternatives to the state of the art materials used in many application fields. They can be used 

for the production of theranostic agents (i.e. combining therapeutic and diagnostic capabilities), 

photovoltaic devices, sensors, and light emitting diodes, to name a few. The purpose of my 

research was to explore easy synthetic methods to produce NPs of these materials having 

specific characteristics, such as the possibility of dispersing them in polar organic solvents or 

better optical properties. In a second phase, I explored the effect of combining these NPs with 

rare-earth (RE) doped NPs to investigate the interaction between the two moieties and obtain 

augmented properties. 

In the first chapter of the thesis, I briefly present the features of the two classes of optical 

materials I have been investigating during my doctoral studies: quantum dots (QDs) and 

plasmonic NPs (PNPs). Here, I describe the physical phenomena and the general features that 

characterize the behavior of these nanomaterials, later moving to a more specific look into 

copper indium sulfide (CuInS2 Ȃ CIS) QDs and copper sulfide (Cu2-xS Ȃ CS) PNPs. In particular, I 

focus my attention on the description of their unique optical features and their great potential 

in many application fields, shortly reviewing the literature about the subjects. 

In the second, third, and fourth chapter of the thesis, I present the results of my research 

on CIS QDs. Specifically, in the second chapter I discuss the properties of mercaptosilane-

passivated CIS QDs synthesized via a simple one-pot thermal decomposition approach. The 

unique feature of these QDs is the possibility of dispersing them in organic polar solvents, a 

property that makes them attractive from an applicative viewpoint. Moreover, the slow 

reaction kinetics allow observing a growth mechanism characterized by the presence of QDs 

having discrete sizes, a behavior that was never reported in the literature. In the third chapter, 

I illustrate the effect that different halogen anions have on the final properties of CIS QDs when 

these ions are present in the reaction environment. I selected three halogenated salts (chloride, 

bromide, iodide) as the copper source and synthesized CIS QDs following a well-established 

thermal decomposition approach. Combining different characterization techniques, we 

observed evidences of the incorporation of the anions in the lattice. The results show that the 
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polarizability of the halogen ions affect the growth and the optical properties of the dots 

following the trend of the so-called Hofmeister series. In the fourth chapter, I expose the results 

of the study on the energy transfer (ET) mechanism between CIS QDs and upconverting NPs 

(UCNPs) doped with RE ions. I selected LiYF4:Tm as the host-dopant combination for the 

UCNPs, and I investigated the effect that different core/shell donor (UCNP) and acceptor (QD) 

architectures have on the ET mechanism. I conducted the study both in solution and on samples 

dried on a substrate, in order to assess the nature of the ET (radiative versus non-radiative) 

between the two moieties. The results show that an intimate contact between the two moieties 

is the key factor to observe evidences of non-radiative ET. 

In the fifth and sixth chapters of the thesis, I move to the study of CS PNPs, with a special 

focus on their potential as photothermal agents. In the fifth chapter, I present a study on CS 

PNPs synthesized via a newly developed green synthetic protocol. Variations of the reaction 

parameters such as temperature, pH, and copper-to-sulfur ratio allow for the control of the 

structural, morphological, and optical properties of the synthesized PNPs. In particular, I 

obtained quasi-spherical, pure phase covellite CS PNPs with a localized surface plasmonic 

resonance (LSPR) peak centered in the near-infrared region. These PNPs display a high heat 

conversion efficiency (HCE) of 44.2 %, a value that makes them a competitive cheaper 

substitute for the more studied gold-based photothermal agents. Moving from this observation, 

I am currently investigating the coupling of these Cu2-xS PNPs and RE-doped fluoride NPs. 

Specifically, the latter NPs were carefully designed in order to obtain both upconverted visible 

and near-infrared light emission under irradiation with continuous wave 980 nm laser. Thanks 

to the combination of the optical features of the two moieties, the so-composed nano-structure 

is expected to display charming properties as a potential theranostic agent.  
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Chapter 1 

Introduction 

In this first Chapter, I will present the features of the two classes of optical materials I have 

investigated during my doctoral studies: quantum dots (QDs) and plasmonic nanoparticles 

(PNPs). I will briefly describe the physical phenomena that characterize the behavior of these 

nanomaterials, later moving to a more specific look into the class of copper-based sulfide 

semiconductors. In particular, I will focus my attention on copper indium sulfide (CuInS2 Ȃ CIS) 

QDs and copper sulfide (Cu2-xS) PNPs, highlighting their unique optical features and their great 

potential in many application fields. 

 

1.1 Quantum dots: evergreen nanoparticles 

1.1.1 The physics of QDs 

With the term nano-materials we refer to systems having at least one nanometric 

dimension. Specifically, the European Community has established that a nanomaterial can be 

referred to as such if at least one of its features falls in the 1-100 nm range1. When we reduce 

the size of a material to this scale, the behavior of the system changes dramatically, due to 

modifications of its electronic properties2. Here, we are particularly interested in the case of 

semiconductors, a well-known class of materials displaying a behavior between that of metals 

and insulators. In semiconductors, it is possible to define 3D (bulk), 2D (quantum well), 1D 

(quantum wire), and 0D (quantum dots - QD) structures depending on the number of spatial 

dimensions along which the free electronic motion is limited3 (Figure 1.1a). The variation of 
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the material size brings a modification of the electronic band structure, i.e. the density of 

states (DOS), and consequently a change of the properties influenced by electronic processes, 

such as electrical and heat conduction, or light absorption and emission. To understand how 

this phenomenon affects the optical properties of a semiconductor, it is useful to understand 

how the DOS changes for isotropic particles, from the bulk down to clusters of few atoms. 

When reducing the size of a semiconductor to the nanometric scale, its bandgap widens, i.e. 

the distance between the occupied valence band (VB) and the unoccupied conduction band 

(CB) increases. A further decrease of the size leads to a severe discretization of the electronic 

levels. We can describe this effect the other way around according to the Linear Combination 

of Atomic Orbitals (LCAO) theory (Figure 1.1b and 1.1c). The formation of bonds among 

atoms leads to a gradual decrease of the energy separation between the Highest Occupied 

Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO) and to more 

close-spaced energy levels. Eventually, this process leads to the creation of continuous bands, 

whose distance in energy is the so-called energy gap (Eg). 

 

 

Figure 1.1. When the size of the material is reduced to the nanometer scale, the DOS of the material changes. 

Passing from the bulk 3D material to the 0D, the energy levels experience a severe discretization (a). The effect 

of the size on the electronic properties of the materials can be understood in view of the LCAO theory (b). When 

the number of atoms (N) of which the cluster is composed increases, HOMO and LUMO get closer and the energy 

levels become more closely spaced, eventually merging to give continuous bands (c). 
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This size-related change of the materialǯs electronic properties is referred to as quantum 

effect and is the key to control the semiconductor properties. Specifically, QD optical 

properties depend directly on the energy gap, since the light (photon) emission stems from a 

process involving the following steps (Figure 1.2): 

 

1- An electron (e-) is promoted from the VB to the CB via the absorption of energy, leaving 

a positively charged hole (h+) in the VB. In this way, an e--h+ pair is generated. One 

approach to provide energy to the material is to shine light on it (photo-excitation): if 

the energy of the photon matches at least the energy gap value, the electrons of the 

material can absorb it. 

2- The electron in the CB recombines with a hole in the VB, leading to the emission of a 

photon whose energy depends on the width of the energy gap itself. 

 

The electron promotion can be obtained also using radiation whose energy is slightly 

smaller than that of the actual bandgap. This is the case of the formation of an exciton, that is 

an e--h+ pair which behaves like a single entity. The favorable Coulombic interaction between 

the two oppositely charged carriers of this quasi-particle lowers the energy needed to excite 

the electrons from the VB. Both e- and h+ are in bound states, respectively slightly below the 

CB and above the VB. If radiation of higher energy is used to excite the electrons, these are 

promoted directly to the CB and the absorption spectrum follows the profile of the DOS, giving 

rise to a continuous absorption profile. 

 

 

Figure 1.2. The usual emission mechanism in a QD consists of the promotion of an electron Ȃ black arrow - 

from the VB to the CB to give a e--h+ pair. The electron then recombines with the hole Ȃ red arrow - releasing a 

photon whose energy depends on the bandgap of the QD. 
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The arrangement of the electronic bands is a characteristic of the material itself. We can 

divide semiconductors in two categories: direct and indirect bandgap semiconductors. This 

differentiation is based on the relative position of VB and CB in the momentum (k) space, i.e. 

the reciprocal space (Figure 3)4. When the VB maximum is located in correspondence of the 

CB minimum (direct bandgap), we are in the most favorable situation in order to observe an 

electronic transition among bands. In this configuration, the transition can take place without 

the involvement of lattice vibrations (phonons). Instead, the phonons have a major role in 

indirect transitions, since the electron has to transfer excess momentum to the crystal lattice. 

Thus, in direct bandgap QDs, the probability of radiative transition is higher and this 

translates to a higher photoluminescence quantum yield (PLQY) of these systems. 

An intrinsic property of every semiconductor material is the exciton Bohr radius (ab*). 

 ܽכ ൌ ߝ ቀఓ ቁ ܽ  where  ߤ ൌ ା (1.1) 

 

where ab is the Bohr radius (0.053 nm), ɂr is the relative dielectric permittivity, me is the 

electron mass, and Ɋ is the reduced mass obtained from the free electron (me) and hole (mh) 

mass3. When the QD radius is smaller than the corresponding exciton Bohr radius, the QD is in 

a strong confinement regime. This is a state where the energy levels follow the description of 

the particle-in-a-box model, since the size of the charge carrier wave function is comparable 

to the size of the box/dot. On the contrary, larger QDs are in a weak confinement regime. 

 

 

Figure 1.3. Direct and indirect bandgap configurations in semiconductors. In a direct bandgap 

semiconductor an electronic transition Ȃ black solid arrow - can take place with the sole absorption of external 

energy, since the top of the VB is in correspondence of the bottom of the CB. In an indirect bandgap 

semiconductor, also the lattice vibrations are involved in the electronic transition: the electron absorbs the 

external energy (ȟE) and transfer to the lattice the excess momentum (ȟk). 
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In confined structures hole and electron wave functions have a good overlap and the 

exciton has an extended lifetime. Oppositely, in bulk semiconductors the exciton is not 

confined in space and can dissociate, thus increasing the probability of non-radiative de-

excitation events such as electron trapping in defect or surface states5. These events are 

competitive with the radiative decay, so they are responsible for the emission quenching. 

 

1.1.2 Tailoring QD optical properties 

Size control. One of the easiest way to control QD optical properties is to tune their size. 

According to the quantum effect, larger QDs will display a red-shifted emission with respect to 

that of smaller QDs. However, when we approach the exciton Bohr radius, the confinement 

starts becoming less effective and the PLQY of the QDs drops. On the other hand, very small 

QDs are colloidally unstable and have a large surface-to-volume ratio, increasing the chances 

of non-radiative recombination (electron trapping in surface states, phonon-assisted de-

excitation via interaction with molecules, etc.). Because of the limitations of this approach, 

researchers have developed subsidiary methods that allow for a more efficient control over 

QD optical features. 

 

Shell growth. One common approach to increase QD PLQY is the growth of a shell of a 

suitable material to produce a so-called core/shell structure6. The choice of the shell material 

stems from two considerations. First, the lattice mismatch between core and shell crystalline 

structure has to be as small as possible, in order to facilitate the epitaxial growth of the 

passivating layer onto the active parent QDs. Second and most importantly, in order to obtain 

the desired optical properties, it is necessary to take into account the relative position of core 

and shell electronic bands. It is possible to realize four band alignments, depending on the 

desired final core/shell structure optical properties (Figure 1.4a). In Type I alignment the 

shell material has a wider bandgap with respect to that of the core. Therefore, the shell has a 

triple effect: it saturates the superficial dangling bonds (potential trap states), protects the QD 

core from the interaction with species in the surrounding environment, and it confines the 

excitons in the core. For these reasons, this configuration lowers the probability of non-

radiative decays, thus greatly increasing the PLQY. A further effect of the realization of a Type 

I alignment is a red-shifted QD emission, which comes from a partial leakage of the excitons in 

the shell material. This last observation is strictly true only when no cation exchange takes 

place during the shell growth. 
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Figure 1.4. In a core/shell QD the alignment of the electronic bands can be of four types (a). The boxes 

represent the bandgaps of the core (dark grey) and shell (light grey) respectively, thus the position of the VB top 

and CB bottom. In the alloying strategy, the bandgap of the QD can be controlled varying the relative content of A 

and B semiconductor (b). In order to tailor the QD optical properties, it is also possible to dope the dot using 

selected elements that give rise to inter-bandgap levels, as it is the case of Mn2+-doped ZnS (c). Images in c 

reproduced from Ref. 11 (ZnS) and Ref. 12 (ZnS:Mn) 

 

We will encounter a different situation in the continuation of the discussion7-10. The 

reverse Type I alignment works in a similar way, but the charge carriers become confined in 

the shell, due to the favorable energetic situation in this region, so the emission is mainly 

governed by the shell thickness. In Type II-a and Type II-b configuration holes or electrons 

respectively leak in the shell, leaving the other charge carrier in the hole. In this configuration 

the recombination takes place at the interface of core and shell and it gives rise to a markedly 

red-shifted emission with respect to the one of the core. 

 

Alloying. Another method to control QD optical properties relies on the production of 

alloyed semiconductors. Using two semiconducting materials (A and B) with different 

bandgaps, it is thus possible to create a library of QDs whose bandgap varies between the two 

extremes of pure A and pure B (Figure 1.4b)13, 14. 

 

Doping. It is also possible to introduce some ionic impurities in the QD lattice. These 

species bring along inter-bandgap energy levels that modify the electronic transitions. For 

instance, manganese creates an additional level in the ZnS QD bandgap, moving the usually 

intense blue luminescence of these QDs to orange (Figure 1.4c)12. 
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1.2 Copper Indium Sulfide (CIS) QDs 

In the following sections, I will illustrate the state of the art of CIS QD research. I will 

briefly describe the properties of the bulk material and more extensively review the studies 

conducted on QDs. Then, I will summarize the synthetic approaches proposed to synthesize 

these I-III-VI2 type QDs and the strategies explored to control their features. I will also 

emphasize the versatility of these QDs enumerating the different applications they have been 

tested for, spanning from photovoltaic, photocatalysis, to biomedicine. 

 

1.2.1 Properties of bulk CuInS2 

Copper indium sulfide (CIS) is a ternary semiconductor belonging to the I-III-VI2 family, 

with a direct bandgap of around 1.50 eV (approximately 830 nm) and an exciton Bohr radius 

of 4.1 nm 15-19. This material has attracted great interest in the past few years in the field of 

photovoltaic (PV) devices due to its good match with the solar spectrum, which allows for an 

efficient harvesting of the solar light20. Furthermore, bulk CIS absorption coefficient has a high value of ͷʉͳͲ5 cm-1, an order of magnitude higher than that of bulk CdSe21. Although CuInS2 

itself is an outstanding light harvesting material, it is possible to further improve the 

absorption properties of this material by synthesizing Cu(In,Ga)(S,Se)2 alloys22, 23. All these 

characteristics make CIS one of the best materials for PV applications. In particular, 

theoretical calculations have pointed out the possibility of obtaining energy conversion 

efficiencies as high as 32%24, whereas the highest efficiency reported in the literature 

obtained with this material is around 20%25. 

 

Figure 1.5. Bulk CIS crystallizes in three different polymorphs. Chalcopyrite (tetragonal) is stable up to 

980 ιCǡ temperature at which zinc blende ȋcubicȌ becomes the stable polymorphǤ This phase is retained up to ͳͲͶͷ ιCǤ Wurtzite ȋhexagonalȌ appears only at temperatures close to the melting point of C)S ȋͳͲͻͲ ιCȌǤ )n chalcopyriteǡ CuΪ and )n͵Ϊ occupy fixed positions in the cationic sublatticeǡ while they are randomly distributed over the available sites in zinc blende and wurtziteǤ 
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Another important feature of CIS, is the absence of potentially toxic metal ions, such as 

cadmium, lead, and mercury ȋǲthe usual suspectsǳ when talking about QDs and 
semiconductors in general), which are highly poisonous if released in the environment or 

when they accumulate in the organism. From a structural point of view, CIS crystallizes in 

three polymorphs: chalcopyrite (tetragonal, I-42d), zinc blende (cubic, F-43m), and wurtzite 

(hexagonal, P63mc) (Figure 1.5). Chalcopyrite is the thermodynamically stable polymorph at 

room temperature, and it is characterized by an ordered distribution of Cu+ and In3+ ions in 

the cation sublattice. Oppositely, in zinc blende and wurtzite, Cu+ and In3+ occupy randomly 

the cationic sites26, 27. These polymorphs also have different optical properties, as we will see 

in the following of the discussion. 

 

1.2.2 Optical properties of CIS QDs 

General optical features of CIS QDs. CIS QDs display four important characteristics, 

which distinguish them from binary QDs (Figure 1.6). First, the absorption spectrum does not 

show sharp excitonic features. Second, the Stokes shift (i.e. the separation between the 

excitonic absorption and emission maximum) is much larger than the one observed in binary 

QDs. Third, the PL emission is broad, with a profile full-width half-maximum (FWHM) of 100 

nm or more28-30. Last, the PL lifetime (LT) is on the order of hundreds of nanoseconds. Despite 

these distinctive differences, the optical properties of CIS QDs still obey the quantum effect as 

any other QDs. 

 

 

Figure 1.6. A usually poorly resolved excitonic feature characterizes the absorption spectrum of CIS QDs. 

The PL emission shows Stokes shift and FWHM both larger than 100 nm. The PL decay has a distinctive LT of 

hundreds of nanoseconds, due to the non-excitonic nature of the emission. 
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Indeed, it is possible to synthesize core-only CIS QDs of different sizes that can emit light 

from yellow up to the near-infra red (NIR) region. Many groups have tried to explain the 

unique optical features of these QDs and, at the time of the writing of this thesis, new studies 

have just shed more light on the mechanisms that govern the optical behavior of CIS QDs. 

Here also these last discoveries will be presented. 

 

Bulk studies. The in-depth study of the optical properties of bulk CIS dates back to the 

beginning of the 1980s with Binsma, Giling, and Bloem 31, 32 and bloomed in the following 

years. In this material, the direct excitonic emission is hardly observed at room temperature 

even in single crystals 33 and most of the effort was put in elucidating the nature of the broad 

low energy PL bandsr34-36. So, excluding the emissions coming from free (FEA and FEB) and 

bound (EX1-6) excitons to the doubly split VB, the rest of the bands were assigned to 

transitions involving donor and/or acceptor intra-band levels37. For the sake of the 

comparison with the behavior of CIS QDs, the bulk CIS optical features we are interested in 

are the broad bands appearing in the region right below that of the excitonic emission, i.e. 

between 1.50 eV and 1.30 eV. The recognized electronic transitions responsible for these 

bands are donor-acceptor pair (DAP) recombinations. With the term DAP we refer to 

oppositely charged point defects in crystals that provide an ideal recombination pathway for 

electrons and holes, and their energetic levels are localized in the bandgap of the material 

(Figure 1.7)38. As we will see, this attribution has influenced the interpretation of CIS QD 

optical properties. 

 

First studies on QDs. Castro et al. were the first to investigate the nature of CIS QD 

emission 39. They ascribed the particular profile of the absorption and emission spectra of the 

QDs to a sum of causes, which are often responsible for broad PL spectra in QDs: broad size 

distribution, leakage of the exciton in the organic ligand layer, and presence of intra-bandgap 

states. They ruled out the first two causes, concluding that the QD optical properties are 

understandable considering a DAP recombination mechanism. This interpretation was 

supported for a long time also by other groups 9, 28, 30, 40-44 in light of some experimental 

evidences: the impossibility of narrowing the PL emission profile via size sorting, the large 

Stokes shift and long LTs (hundreds of nanoseconds). Indeed, while LTs of few nanoseconds 

are characteristic of an excitonic emission, this long-lived PL signal is a marked characteristic 

of DAP-related emission. As aforementioned, the QD size has an effect on both the absorption 

and emission properties.  
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Figure 1.7. In this sketch, the electronic levels involved in CIS radiative transitions at the center of the first 

Brillouin zone (Ȟ) are summarized. Excitonic emissions stem from free excitons (where the electron is in a 

relaxed level 20 meV below the CB Ȃ FEA,B) or bound excitons (excitons bound to crystal defects, thus with a 

lower energy Ȃ EX1-6). Non-excitonic transitions take place with the involvement of donor and acceptor levels. In 

particular donor levels are assigned to: D1 Ȃ sulfur vacancy (VS) and D2 Ȃ interstitial indium (Ini). Acceptor levels 

vary from the case of In-rich (A1) and Cu-rich (A2) CIS, and they are attributed respectively to A1 Ȃ copper 

vacancy (VCu) and A2 Ȃ indium vacancy (VIn) or substitutional copper (CuIn)    

 

To account for this effect, different groups have tried to identify the states more likely 

involved in the radiative electronic transitions, trying to describe their relative position with 

respect to VB and CB. According to these first studies, sulfur vacancies (VS) and copper 

vacancies (VCu) were playing a major role 17, 29. Moreover, the experimental evidence that 

copper-deficient QDs exhibit higher PLQY, wider bandgap, and a blue-shifted emission peak45, 

46 were further corroborating the involvement of VCu levels. In particular, Chen et al. 45 

conducted a thorough study about the effect of deviations from the Cu:In=1:1 molecularity. 

Actually, in these systems, the term stoichiometry refers to the sulfur-to-copper ratio and 

molecularity to the copper-to-indium ratio32, which is the parameter playing the major role in 

the control of CIS QD optical properties. The group explained the properties of copper-

deficient QDs suggesting a lowering of the VB with decreasing copper content that stemmed 

from the mixed nature of the top of this band, due to the hybridization between Cu d and S p 

orbitals. 
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Time resolved studies. Although the large number of studies reported about CIS QDs and 

the experimental evidences supporting the assignment of the emission to DAP-related 

processes, recent studies have steered the attention towards other electronic mechanisms. 

Several groups performed time-resolved photoluminescence (TRPL) studies obtaining 

contradictory conclusions. Tran  44 observed that the TRPL signals of core/shell CIS/ZnS QDs 

could be deconvolved using two components, respectively of the order of magnitude of tens 

and hundreds of nanoseconds. They attributed the emission to DAP recombination processes, 

since the PL peak position was dependent upon the delay of the excitation pulse: indeed 

distant DAP transitions become more frequent with increasing delay time, since they possess 

lower transition probabilities and energies38. In 2013 Cichy et al. 47 investigated the emission 

of CIS QDs of different size, observing that the multi-exponential decay behavior of the QDs 

can be conveniently simulated using a distribution of decay rates. They observed a strong 

dependence of the decay times from the QD dimension, postulating a competitive 

recombination of carriers from higher exciton excited states as the more probable 

mechanism. They justified this assumption observing that DAP recombination should not play 

a major role in small semiconductor nanocrystals, where strong confinement regime is 

dominant47. Later, Omata et al. compared the experimental PL data with theoretical models48. 

They concluded that the main radiative transition takes place from a substitutional indium 

level (InCu), positioned approximately 0.1 eV below the CB, to a bound VB state 1S(h). Cadirci 

et al. used a pump-probe technique to analyze the transmittance of 2 and 3 nm CIS QDs49. 

They concluded that trion formation was the main mechanism underneath the decay of 

fractional transmittance, and the hole trapping as the main bleaching process. Sun et al. used 

transient absorption (TA) analysis to characterize CIS/ZnS QDs and observed one bleaching 

and one photo-induced absorption feature50. The bound 1S(e) states in the CB are the carrier 

reservoir from where the transition takes place to a localized h+ state. The DAP recombination 

mechanism was discarded by the group, due to the relatively high PLQY observed in the 

system, for which the aforementioned process cannot account for. The results of this study are 

in accordance also with those of Cadirci  where the authors pointed out hole trapping as a 

fundamental process49. Similarly, Kraatz et al. published a well-conducted study of the 

behavior of CIS/ZnS QDs under pump-dump-probe conditions51. The group observed three 

optical density variations in TA spectra, respectively ascribed to ground state absorption, 

stimulated emission, and excited state absorption. The most likely emission mechanism 

resulted to be an electronic transition from a sub-bandgap state to the VB or a trap level just 
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above the VB. They identified the sub-bandgap level as InCu. The group claimed that the 

involvement of VS is irrelevant in a fully passivated CIS/ZnS QD, since these defects are 

localized mainly on the QD surface. 

 

Magneto-optical studies. Two recent studies have proven fundamental in providing a 

more accurate description of the radiative electronic transitions in CIS QDs52, 53. These works 

compared the similar emission displayed by CIS QDs and Cu-doped binary QDs. Exploiting the 

paramagnetic behavior of Cu2+, the researchers conducted magneto-optical analysis to 

compare the PL emission of the different QDs. They observed the same behavior in both 

families of particles, concluding that also in ternary chalcogenide QDs the emission stems 

from the recombination of an electron delocalized in the CB with a hole trapped in a Cu+/Cu2+ 

level (Figure 1.8). This mechanism is currently the consensus for the description of radiative 

electronic transitions in CIS QDs. 

 

Single-particle studies. Witham et al. were the first to report on single-particle 

spectroscopy on CIS/CdS QDs54. They observed severe blinking (i.e. severe PL intermittence) 

at the single particle level, and confirmed the characteristic broadness of CIS QD PL emission. 

They justified this observation invoking a strong electron-phonon coupling in the excited 

states. Howeverǡ in ʹͲͳ Klimovǯs group published a thorough study on C)SȀZnS giant 
core/shell QDs55. Using a very thick shell, they were able to suppress the blinking and they 

successfully measured single particle spectra. For the first time, the results showed that single 

particle emission profile is as narrow as 60 meV (compared to more than 300 meV for the 

ensemble) and the group showed that the broadness of the PL signal in CIS QDs stems from 

the heterogeneity in the sample. The difference of optical behavior from dot to dot has two 

sources: size inhomogeneity and random variations in the physical position of the emissive 

defect within the QDs. The nature of these recombination centers is still not completely clear, 

but the authors agree in considering them to be Cu-related. 

As we can judge from this (not so) brief summary on the studies of CIS QD optical 

properties, this is a still very lively research field and further studies are expected to give an 

even more accurate description of the system. 
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Figure 1.8.  The emission in CIS QDs stems from a three step process (a). After the electron promotion to the 

CB (exciton formation), the delocalized hole in the VB get trapped in a Cu+ acceptor state to give a Cu2+-like state. 

The electron eventually recombines with the localized hole releasing energy as light. In the recent study by 

Klimov, thick shell CIS/ZnS QDs were produced (b) in order to suppress blinking phenomena and perform single-

particle spectroscopy. The results show that the linewidth of the single particle emission is much narrower than 

that of the whole sample (60 meV vs. 305 meV) and the position of the single QD PL peak depends mainly on the 

size of the dot (c). b and c reproduced from Ref. 55. 

 

1.2.3 Synthesis of CIS QDs 

The preparation of CIS QDs can be accomplished via different approaches, such as thermal 

decomposition17, 29, 41, 42, 56, 57, hydro/solvothermal58-61, polyol route62-64, microwave-

assisted65-67, sono-chemical68, photolysis69,  and precipitation from solution70. However, the 

most exploited synthetic method is the thermal decomposition, either in its one-pot (heat up) 

or in the hot injection version. This approach consists in the breakdown of metal-organic 

precursors at high temperature (200 Ȃ 250 °C) in high boiling point solvents, such as 1-

octadecene (ODE). This is a reproducible approach, which gives high quality QDs. For this 

reason, most of the next considerations will pertain to thermal decomposition. When 

synthesizing CIS QDs, changes in the reaction parameters can lead to significantly different 

results in terms of structural and physical properties of the final product. Paramount reaction 

parameters in order to grow high quality QDs are temperature, time, ligands, solvent and 
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precursors. Moreover, the strategies mentioned in Section 1.1.1, such as alloying and shell 

growth, can be used to tailor the optical properties of CIS QDs. 

 

Ligands. The choice of ligand molecules (i.e. capping agents) is the pivotal parameter in 

the synthesis of CIS QDs. It is not straightforward to generalize the data in the literature, due 

the diversity of the synthetic methods and the large variety of ligands tested. Moreover, the 

solvent itself can have coordinating properties, and it further interferes with the reaction 

process. The ligands have the fundamental role of creating metal-organic complexes and 

controlling reactivity of the ions during the QD growth. This kinetic control exerted by the 

ligands allow for the synthesis of QDs with a reduced amount of trap states in the lattice, i.e. a 

higher PLQY. Moreover, the ligand molecules attached on the surface of the QDs endow them 

with colloidal stability in the desired environment. Xie et al. observed that the simultaneous 

presence of capping agents with hard and soft Lewis base behavior (e.g. fatty acids and alkyl 

thiols respectively) allows for a fine control over the reactivity of the metal ions in the 

solution71. This is because indium and copper are respectively hard and soft Lewis acids. 

However, even when only alkyl thiols are present in the reaction environment, indium 

reactivity could still be controlled by introducing a large excess of ligand molecules28, 72. 

 

 

Figure 1.9. In this image we can observe the degree of complexity of the morphology that can be obtained 

varying the reaction parameters. Variations of parameters like reaction time and precursor ratio (a-i), TOP and 

DDT amount (j-o), and type of phosphonic acid (p-s) lead to very different morphologies, since they determine 

the growth kinetics (t).  Reproduced from Ref. 26 
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Chang et al.73 observed that the phase of the nanocrystals produced in the presence of 1-

octadecene (ODE), oleic acid (OA), and 1-dodecanethiol (DDT) is influenced by the solvent-to-

ligand ratio. In particular, the fine kinetic control of the reaction allows for the production of 

thermodynamically unstable phases, such as wurtzite. Beautiful flower-like and nano-

pompoms structures can be obtained by introducing surfactants in the reaction mixture, such 

as polyvinylpirrolidone (PVP) and cetyltrimethyl ammonium (CTAB)74. In 2012 Deng et al. 

published a well-conducted study on the synthesis of CIS/ZnS QDs and focused on the effects 

of the synthetic parameters on the luminescent properties of QDs17. They found that the 

amount of DDT plays a fundamental role in the production of QDs with high PLQY, with a 

minor effect over the position of the emission band. Niezgoda et al. managed to control the 

reactivity of the metal ions to obtain spherical QDs, exploiting the capping capabilities of 

phosphorous-containing ligands, namely tri-octylphosphine oxide (TOPO) and  dodecyl 

phosphonic acid (DDPA), along with those of 1-hexadecyl amine (HAD)75. He et al. discovered 

that the ligand molecules Sn(acac)2Cl2 has a critical role in determining the size and shape of 

the product, the morphology of the QDs passing from polydisperse flute-like to almost 

monodisperse polygonal76. Kazuya et al. investigated the effect of various solvents and/or 

ligands on the morphology and structure of the QDs77. They showed that ligands with 

different coordinating capabilities lead to different polymorphs and that the preferred 

formation of one phase instead of another is strongly related to the structure of the initial Cu2-

xS nuclei. These pre-generated copper sulfide species are the seeds over which CIS QDs grow 

thanks to cation exchange and diffusion of In3+ in place of Cu+. Similarly, this intermediate Cu2-

xS state was observed by Kruszynska et al., who were able to grow an incredible variety of CIS 

and CIS/ZnS morphologies changing the type and amount of ligand molecules in the reaction 

environment26 (Figure 1.9). This marked effect of the ligand molecules is observed also for 

different synthetic methods. For example, Liu et al. ascertained that the concentration of 3-

mercaptopropionic acid (MPA) in the aqueous reaction environment is fundamental in 

determining the optical properties and the colloidal stability of the obtained QDs58. 

 

Time and temperature. Copper and indium precursors used in most synthetic 

approaches are only slightly soluble at room temperature in high boiling point solvents, even 

in the presence of suitable ligands. For this reason, usually the first step of these reactions is 

the maintenance of a temperature above 100 °C for some minutes, in order to allow the 

dissolution of the precursors and the homogenization of the solution. In the heat up approach, 

the synthesis is conducted at temperatures above 200 °C77 and the reaction mixture is kept at 
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this temperature (generally for 0.5 to 10 h) to promote the decomposition of sulfur-

containing metal-organic precursors and the growth of the dots. In the hot injection version, 

the temperature at which the sulfur solution is swiftly introduced in the reaction environment 

is usually lower than that used in heat up processes (i.e. below 200 °C), and the reaction time 

is shorter (usually up to 30 min). Generally, the fast burst of nucleation ensures a less 

polydisperse sample, but batch-to-batch differences are more pronounced due to the 

presence of the critical injection step (differences in the operator modus operandi and 

variability in the fast injection rate). In a general way, the longer the reaction time the bigger 

the produced QDs, i.e. their bandgap is wider and their PL emission peak progressively red-

shifts. An increase of the reaction temperature has a similar effect. Nonetheless, with too long 

times the reaction enters the Ostwald ripening regime, which eventually might lead to the 

aggregation of the QDs. The use of too high temperature determines an uncontrolled growth 

of highly defective QDs, but at low temperatures the QD crystallinity might be poor [29]. 

Moreover, at temperatures below 160 °C copper sulfide is present as unavoidable impurity 

[57]. To conclude, both the choice of reaction time and temperature is critical to obtain well 

crystallized and stable QDs, whose size has to be kept desirably below 8.2 nm (since the 

exciton Borh radius is 4.1 nm) in order to have good optical properties. 

 

Precursor ratio. As mentioned in Section 1.2.2, copper-deficient CIS QDs have different 

optical properties than stoichiometric QDs. According to a number of studies45, 46, 78, samples 

where copper vacancies are intentionally introduced show higher PLQY values (Figure 1.10a 

and 1.10b). These improved performances are accompanied by a blue-shift of both absorption 

and emission, an effect explained as a consequence of the copper and sulfur orbital 

hybridization29, 30. It has to be noted that the optimal copper-to-indium ratio depends on the 

synthetic method, since the reactivity of each cation is strongly dependent upon the species 

(namely the ligand molecules) present in the reaction environment. For this reason, the actual 

molecularity of the sample can heavily differ from the nominal amount of precursors in the 

reaction environment78. 

 

Alloying. The alloying of CuInS2 with other metal chalcogenides is a strategy often 

exploited to tune the optical properties of CIS QDs. For instance, alloyed CIS-ZnS QDs can be 

synthesized to effectively cover the broad blue to NIR spectral range79, 80 (Figure 1.10c). Other 

materials CIS can be alloyed with are CuGaS2 (Eg = 2.43 eV) and CuInSe2 (Eg = 1.70 eV).  
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Figure 1.10. An intentional introduction of a controlled amount of copper vacancies in CIS QDs leads to 

improved optical properties (a, b Ȃ reproduced from Ref. 45). The alloying strategy with ZnS is a reliable approach 

to obtain QDs whose emission covers the blue to NIR range (c - reproduced from Ref.72). The growth of a ZnS 

shell on core CIS QDs has the double effect of increasing the PLQY and blue-shifting the emission (d - reproduced 

from Ref.82). This last effect is more or less pronounced depending on the reaction conditions. 

 

The alloying with the former allows covering effectively the visible range81, instead the 

partial substitution of sulfur with selenium gives a fine tunability of the emission in the NIR 

region14. With this strategy, it is possible to tailor the emission of the QDs simply varying the 

ratio between the metal precursors while keeping fixed other already optimized synthetic 

parameters which are more critical to control (such as temperature and time). In this way, the 

QD size is kept almost constant throughout the different batches, avoiding the issues related 

to small and large size. 

 

Shell growth. The best strategy to obtain an increased PLQY is the growth of a passivating 

shell17, 42. The only configuration obtained so far for these QDs is a Type-I band alignment 

using ZnS (Eg = 3.54 eV) and CdS (Eg = 2.42 eV). Although a CdS shell imparts the best optical 

performances42, ZnS allows obtaining almost equally performing QDs maintaining the heavy 
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metal-free nature of the material17. ZnS is chemically stable and has a large bandgap; 

furthermore it has a small lattice mismatch of 2 - 3 % with respect to the core crystalline 

structure (considering the CIS chalcopyrite and ZnS wurzite structures, respectively)9, 56. After 

the growth of a ZnS shell, the PLQY increases considerably (reaching values as high as 80 %) 

and the PL emission peak blue-shifts83, 84 (Figure 1.10d). This last effect likely stems from: a) 

the core shrinkage caused by the cation exchange (Zn2+ in place of In3+ and Cu+)  and b) 

formation of a CuInS2-ZnS alloyed layer between the core and the shell10, 29, 85, 86. This 

explanation is supported by the work of Booth et al., where the authors better fitted CIS/ZnS 

QD diffractograms using a Cu-In-Zn-S single phase instead of two CuInS2 and ZnS phases21. X-

ray photoelectron spectroscopy (XPS) analysis provided further evidences for the substitution 

of Zn2+ in place of Cu+29. Although more studies are needed to assess the actual core/shell 

structure of CIS/ZnS QDs, it is indisputable that this approach leads to a drastic improvement 

of the PL properties of the dots, which is accompanied by a blue shift of the emission. 

 

Surface modification. As mentioned above, high quality QDs are usually synthesized in 

non-polar organic solvents. This might be an issue when applications in hydrophilic 

environments are foreseen, such as in the biomedical field. To obtain water-dispersible QDs, 

reactions exploiting a hydrophilic environment have been designed58 and numerous aqueous 

transfer procedures have been proposed. To turn hydrophobic QDs into hydrophilic colloids, 

it is possible to employ ligand exchange87, encapsulation in micelles17, 56, coating with 

polymers88, and encapsulation in silica57, 89. All these methods are quite general, and apply to 

most hydrophobic NPs. For instance, CIS QDs have been coated with polylactic glycolic acidȂ
polyethylene glycol (PLGA-PEG) co-polymer90, modified poly(maleic anhydride-alt-1-

octadecene) (PMAO) polymer85, 88, 91, 92, polyethylene glycol-methyl acrylate (PEGMA)93, 6-

armed N-hydroxysuccinimide (NHS)-functionalized PEG94, [1,2-diacyl-sn-glycero-3-

phosphoethanolamineN-methoxy(polyethylene glycol)] (DSPE-mPEG)95, albumin96, 

chitosan17, and trimethyl(tetradecyl)ammonium bromide (TTAB)97. Often ligand exchange 

results difficult in these QDs, due to the high affinity of DDT (used in most of the oil-based 

synthesis of CIS QDs) with the QD surface. However, there are reports about successful ligand 

exchange with mercaptopropionic acid (MPA)97, mercaptoundecanoic acid98, and 

dihydrolipoic acid-polyethylene glycol (DHLA-PEG)43, 99. Silica coating has the advantage of an 

easy surface modification with different chemical groups89 and allows for the simultaneous 

incorporation of different NPs in the same entity, endowing the system with multiple 

capabilities (e.g. magnetic and luminescent - Figure 1.11)57. 
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Figure 1.11. One of the strategies to transfer to water CIS QDs is to encapsulate them in silica. Following this 

approach, it is also possible to co-encapsulate other NPs. For instance, iron oxide NPs and CIS QDs can be 

combined in the same entity (a) to obtain optical (b) and magnetic (c) properties in the same system. 

Reproduced from Ref. 57 

 

Although for some applications the QD transfer to water is necessary, an unavoidable 

drawback of this procedure is the loss of part of the original PLQY100. This decrease of PL 

emission efficiency is due to the high energy of water phonons that effectively support non-

radiative de-excitation processses101. In conclusion, post-synthesis QD surface modification is 

a crucial step in particular for the preparation of water-dispersible system. Many methods to 

transfer CIS QDs in water are currently available in the literature; however, they are not 

specific for these QDs but rather generally applicable to virtually any hydrophobic NP. 

 

1.2.4 Applications of CIS QDs 

Photovoltaic. The most studied application field for CIS-based materials is the 

preparation of PV devices. Thin film Cu(In,Ga)(S,Se)2 solar cells have been showing increasing 

potential in the photovoltaic panorama, reaching record values of energy conversion as high 

as 20 %22. Instead, CIS QDs can also be used in the technology of QD-sensitized solar cells 

(QDSSCs) (Figure 1.12a). In this approach, QDs act as the light absorbing species where e- and 

h+ are photo-generated. The effective charge separation is achieved thanks to the fast injection 

of e- in the TiO2 layer (with a rate constant of 5.75 1011s-1 102), which leaves free h+ in the VB 

available for the transfer to the redox species (electrolyte). The good performances of CIS 

QDSSCs are guaranteed by a favorable band alignment of the QDs with TiO2 (Figure 1.12a). 

The deposition of the QDs on the oxide can be accomplished for instance via dip coating after 

support modification103, drop casting104, successive ionic layer absorption-reaction 

(SILAR)105, or electrophoretic deposition106. In particular, using this last approach, Santra et 
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al. obtained a respectable power conversion efficiency of 3.9 %106. In the study the authors 

showed that the growth of a CdS layer around both TiO2 and CIS QDs improved the 

performances of the device, by enhancing the photo response of the QDs in the red region and 

improving the effect of charge separation.  The record efficiency reported so far for CIS-based 

QDSSCs has been obtained in 2014 from the group of Bisquert107. They immobilized MPA-

capped CIS/ZnS QDs on a TiO2 electrode and took advantage of the broadband absorption of 

the QDs to boost the efficiency of Cd and Pb free solar cells to the record efficiency of 7.04 %. This is a remarkable result in the world of ǲgreenǳ QDSSCǡ considering that the absolute 
record in this field is 11.6 % and has been obtained in 2016 with Zn-Cu-In-Se QDs108. 

Another PV application, in which CIS QDs have proven competitive with the state of the art 

materials, is that of linear solar concentrators (LSC). This technology is based on the 

harvesting of the solar light, its conversion to a suitable wavelength, and the concentration of 

this emission on a small surface. Roughly speaking, a LSC is a polymeric waveguide in which 

the photoactive species (QDs in this particular case) are dispersed and the design of the 

device allows for the concentration of the light at its edges, where the photovoltaic devices are 

located. A good performance of a LSC is ensured by minimal self-absorption phenomena 

(large Stokes shift) and a broadband emission covering good part of the solar spectrum. These 

are both characteristics of CIS QDs. Indeed, Meinardi et al. succeeded in the preparation of 

large and almost colorless LSCs using CuIn(S,Se)2 QDs, which had a power efficiency 

conversion as high as 3.27 %109. 

This is, of course, only a very limited part of the work that has been done in the PV field 

using CIS QDs. Indeed, due to the incredibly large number of papers about the subject, owing 

to the perfectly suited properties of CIS QDs for PV applications, an accurate review of the 

literature is not possible in the context of this thesis. 

 

White Light Emitting Diodes (WLEDs). Due to their efficient emission in the red region 

of the electromagnetic spectrum, CIS QDs are ideal candidates for applications in WLEDs 

technology. One of the most exploited method to obtain white light in LED technology is the 

use of a polymeric layer, in which inorganic phosphors (converters) are dispersed, that is put 

in front of a blue-emitting GaN or InGaN semiconductor. Phosphors of cerium-doped yttrium 

aluminum garnet (YAG:Ce) are the most used converters, due to the high absorption cross 

section of Ce3+ in the blue region, the broadband emission covering most of the visible 

spectral range, and a stable PLQY of approximately 85 % even at high temperature110. The 

scattering of the part of blue emission that is not absorbed by the phosphors combined with 
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the phosphor emission itself gives white light. Co-doping YAG with another rare-earth (RE) 

ion, such as Eu3+, Sm3+, or Pr3+, having strong emission lines in the red region, allows for the obtaining a ǲwarmerǳ white light111, 112. The broad emission of CIS QDs is similar to the one of 

YAG:Ce and makes these QDs ideal candidates for WLED production. Kim et al. first reported 

the use of CIS/ZnS crystals dispersed in polystyrene as a coating layer for WLEDs113. 

Nonetheless, the obtained device showed poor stability under continuous operation and a 

large part of the emission fell in the NIR. Later, the same group reported the incorporation of 

these QDs in a silicone-based polymer along with a green emitting phosphor, obtaining an 

high quality wavelength converter layer, with high stability under various operating currents 

and CIE values of (0.327, 0.312)114. Similarly, Yang's group synthesized a series of 

Cu(In,Ga)S2/ZnS QDs, obtaining highly emisive QDs with a PLQY as high as 83% (Figure 

1.12b)81. Better performances and a color rendering index (CRI) higher than 90 was obtained 

using at the same time YAG:Ce phosphors and CIS QDs as blue light converters115. Although 

the device showed slightly decreased luminous efficiency, the use of CIS QDs moved the CIE 

coordinates (0.334, 0.328) towards the pure white values (0.333, 0.333). The same approach 

was recently adopted by Aboulaich et al.7. The semiconductor chip was covered using two 

layers of a silicone blend: the first containing YAG:Ce phosphors and the second CIS/ZnS QDs. 

The authors obtained a CRI of 84, but observed a drop of the luminous efficiency. Recently, 

Peng et al. obtained a double emission from Zn-Cu-In-S QDs doped with Mn2+ 116. The 

combination of the blue emission of the LED and the extended QD emission allowed obtaining 

CIE coordinates of (0.332, 0.321) and a CRI of 90 without the use of a secondary phosphor 

such as YAG:Ce. The main issue in CIS QDs-based WLEDs is the stability over prolonged 

operating times, since all of the presented studies show a significant drop of the performances 

already after few hours of operations. CIS QDs could also be used as the main semiconductor 

component to build colored LEDs. Eventually, Chen et al. investigated Cu-Zn-In-S/ZnS QDs 

electroluminescent properties concluding that these particles are promising LED core 

materials45. 

 

Biomedical. According to Al-Ahmadi, in order to be applied in the biomedical field, a QD 

has to fulfill some prerequisites: i. thermodynamic stability, ii. narrow size distribution, iii. 

broad absorption spectrum, iv. low non-specific affinity towards biological molecules, and v. 

colloidal and chemical stability in aqueous media117. A major concern in this application field 

is the possible release and accumulation of toxic metal ions in the body. Although all the 

points reported by Al-Ahmadi can be addressed with the identification of a suitable synthetic 
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method, post-synthesis purification, and surface modification, the problem related to the 

toxicity of the metal ions of which QDs are constituted cannot be satisfactorily overcome in 

compounds such as CdSe, CdS, HgS, and PbS. For this reasons, heavy metal-free QDs, such as 

CIS QDs, are currently under intense investigation. In 2009, Li et al. reported the first example 

of CIS QD application in the biological field9. In this study, CIS/ZnS quantum dots were 

produced with emission spanning from green to NIR. Water transfer was accomplished via 

ligand exchange of DDT with DHLA. The QDs were administered to mice via injection in the 

tail and the fluorescence signal was acquired at different time points for 24 h after the 

injection, observing only slight fading of the signal and no changes in the vital functions of the 

mice. The authors observed QD accumulation essentially in lungs, liver, and spleen, a common 

behavior of almost all the NPs when administered in vivo. Since this first report, a number of 

studies have dealt with the applications of CIS both in vivo and in vitro79, 85, 93, 95, 99, 118. 

Cassette et al. demonstrated the applicability of CuIn(S,Se)2 QDs in lymph node imaging 

site100. For the same purpose dihydrolipoic acid polyehtylene glycol (DHLA-PEG1000) or 

dipalmitoyl phosphotidylethanolamine polyehtylene glycol (DPPE-PEG2000) stabilized QDs 

were used by Pons et al.56. In this study, the authors prepared two control batches using 

CdTeSe/ZnS QDs, observing the absence or a markedly reduced inflammation of the regional 

lymph node for CIS-based formulations in comparison with the Cd2+-containing ones. Prasadǯs 
group further reported on the use of CIS QDs as probes for optical imaging95. The 

implementation of magnetic properties in CIS QDs-containing systems was reported as well. 

For instance, Hsu et al. embedded magnetite NPs and CIS QDs in silica creating a composite 

with both magnetic and fluorescent properties, thus applicable both as optical marker and 

magnetic resonance imaging (MRI) contrast agent57. The group also bound cis-platinum 

anticancer drug on the composite surface, obtaining a multimodal theranostic system. Ding et 

al. endowed CIS QDs themselves with magnetic properties by means of Mn2+ incorporation in 

the crystalline lattice43. Instead, Cheng et al. produced multimodal probes attaching a 

magnetic Gd-complex on the QD surface. They further modified this complex with folic acid 

imparting to the system active tumor targeting capabilities92. Active targeting was also 

implemented in CIS QDs-containing chitosan micelles by Deng et al.17. The group exploited the 

extended QD absorption to obtain subcutaneous fluorescence imaging exciting at 766 nm and 

recording the signal above 800 nm (Figure 1.12d). Although the major hurdle is the possible 

toxicity of the QDs, only sparse information is available about this topic, with some cell 

viability tests conducted over some cell lines68, 92, 97. All of these tests seem to confirm the 

substantial lack or low toxicity of CIS QDs on HeLa, HepG2, and MCF-7 cells up to 100-200 
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ɊLȀmLǤ Stillǡ rigorousǡ long termǡ i.e. more than 24 h, tests should be conducted in order to 

assess the real impact of these nanoparticles on cells. A more complex study was made in vivo 

on Caenorhabditis elegans, as a model organism119. CIS/ZnS QDs were transferred to water 

with chitosan micelles, and the group tracked Zn2+ leaching from the QDs observing a high 

chemical stability of the dots. Eventually, Chetty et al. investigated the nano-xenotoxicity of 

MUA-capped CIS/ZnS QDs in zebra fish embryos98. Their results confirm a lack or a modest 

toxicity of these systems too. It is worth mentioning that on a more general note, the toxicity 

of NPs is strongly dependent upon their superficial composition other than on the material 

itself, so it is difficult and to some extent pointless to speak about CIS QD toxicity. Instead, it is 

necessary to assess the toxicity of the system in its complexity case by case. 

 

Probes for bioassays. Su's group has been working intensively on the application of these 

QDs for bioassays. In the last years the group demonstrated the possibility to efficiently detect 

and quantify a number of molecules using ad hoc modified CIS QDs and monitoring their 

emission as a function of the concentration of the target molecules. The group reported on the 

effective detection of ascorbic acid120, dopamine60, alkaline phosphatase121, heparin and 

heparinase122, thrombin123, arsenate124, anthrax lethal factor DNA125, copper, cobalt, and 

cadmium126. 

 

Photocatalysis (de-pollution and water splitting). Another field in which CIS QDs have 

proven to be an efficient system, is photocatalysis40, 127-129. For instance, Zhang et al. observed 

a complete degradation of the model pollutant Rhodamine B (RhB) dissolved in a suspension 

of Cu-Zn-In-S QDs, after 2 h or irradiation with visible light40. Similarly, Ye et al reported the 

degradation of RhB exploiting nanorods of the same alloy. They achieved a remarkable result, 

with 90 % of the pollutant degraded just after 2 min of irradiation129. The best performances 

are obtained with composite materials, in particular in the field of hydrogen production from 

water (water splitting). This is the case of Cheng et al., who used a composite of WS2 

nanotubes, Au-NPs, and CIS QDs in hydrogen generation. The authors exploited the plasmonic 

effect of Au-NPs to enhance light absorption in the visible, thus increasing the performance of 

the system130. Tsuji et al. employed a solid solution of ZnS-CuInS2-AgInS2 for the efficient 

generation of hydrogen under visible light irradiation131. In the work of Yuan et al., the 

authors coupled MoS2 nanosheets with a thin layer of CIS obtaining a higher hydrogen 

generation rate than with CIS alone132. However, as we can see often in these applications CIS 

is used as a bulk film rather than as QDs.  
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Batteries. This semiconductor can also be used to build anodes for rechargeable lithium 

batteries. In the work by Zhang's group, the authors were able to produce high surface hollow 

nanospheres (NSs) composed of smaller QDs via a solvothermal process. In particular, the NSs 

showed enhanced electrochemical properties compared with CIS QDs alone. The authors 

ascribed this increase of the performances to the increased surface area and the stable 

structure of the composites. 

 

 

Figure 1.12. CIS QDs are nanomaterials suitable for a number of applications. In the PV field, their favorable 

band alignment with respect to that of TiO2 allows for the preparation of highly efficient QDSSCs, which rely on 

the fast injection of the electrons from the QD CB to TiO2 CB (a Ȃ adapted from Ref. 106). In LED technology, CIS 

QDs can be incorporated in a polymeric matrix to give a converting layer, giving a layer that can effectively 

convert to red light part of the blue emission of a blue emitting diode (b Ȃ reproduced from Ref.81). The heavy 

metal free nature of CIS QDs makes them especially suited for biomedical applications. For instance, they can be 

employed in cell staining (c Ȃ reproduced from Ref.79) and as nanoprobes for subcutaneous optical imaging, 

thanks to their excitability and emission at wavelengths falling in the NIR region where scattering and 

absorption phenomena in biological tissues are reduced (d - reproduced from Ref.17). The white arrows in d 

indicate the site of injection of two CIS QDs batches and their respective PL emission maxima. From left to right 

the images are acquired with the following parameters: i. before injection, ii. ɉex = 660 nm, a 700 nm long pass 

filter, iii. ɉex = 660 nm, an 800 nm long pass filter, iv. ɉex = 766 nm, an 800 nm long pass filter. 
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The variety of fields for which CIS QDs properties have been tailored and refined 

throughout almost fifteen years show the versatility of this material. There is no wonder that 

the research on this material is currently a hot topic. As pointed out in one of the latest work 

in the field, effort should be put on two fronts: i. the precise determination of the emission 

mechanism in CIS QDs, particularly the attribution of the acceptor levels involved in the 

radiative transitions and their localization in the crystalline lattice; ii. the development of 

synthetic approaches that allows for a fine control over the size distribution (to avoid the broadband emission characteristic of these QDsȌ and a ǲreduction in the positional 
heterogeneity in the distribution of the emitting centers within a QDǳ55. 

 

1.3 Plasmonic nanoparticles (PNPs) 

In the previous sections I have described the electronic properties of semiconductors, 

while here I shift my attention to metals and metal-like compounds. In particular, I will focus 

on the plasmonic phenomena that PNPs host, which have been already extensively studied 

and applied in a number of field.  

 

1.3.1 The physics of PNPs 

The optical features of PNPs can be understood in the light of their electronic properties. 

Here I will consider the case of metals, since the theory was developed for these materials. 

Nonetheless, the results can be extended to semiconductors and every material in general that 

under specific condition display a metal-like behavior. Metals do not display separate 

electronic bands, but rather a continuum of energy levels due to the overlap of VB and CB 

(Figure 1.13). Because of this overlap, the electrons involved in the formation of the metallic 

bond are not spatially confined in the nearby of the parent atom, but are delocalized all over 

the crystalline lattice133. These charge carriers (or simply carriers) are free to move and 

respond to externally applied electric and magnetic fields, such as the AC ones of 

electromagnetic radiation (i.e. light). The optical response of a metal is modulated by a single 

parameter, which is distinctive for each element: the carrier density (Ne). This value allows 

determining the so-called plasma frequency according to the formula: 

 

߱ ൌ ඨ ܰ݁ଶߝ݉(1.2) כ 
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Figure 1.13. The behavior of the electronic bands in insulators, semiconductors, and metal differs in the 

distance between VB and CB. While in insulator the top of the VB and the bottom of the CB are far apart one from 

the other, in semiconductors the bandgap narrows usually allowing for a direct photoexcitation of the electrons 

with photons in the visible visible-NIR range. In metals the bands overlap give a continuum of energy levels. 

 

Where e is the electronic charge (1.6022 × 10-19 C), ɂ0 is the dielectric permittivity of 

vacuum (8.8542 × 10Ϋ12 FڄmΫ1), and m* is the electron effective mass in the material. This 

value ɘp is the characteristic frequency at which the electrons of the material naturally 

oscillate around their position after a perturbation of the equilibrium. This motion is 

generated by the restoring force exerted on the electrons by the fixed nuclei: this force pulls 

the electrons back to their original position but, due to the inertia, they overshoot and start a 

collective oscillation. Thus, a plasmon is a quasiparticle described as a quantized collective 

motion of charge density. The plasma frequency (ɘp) is a fundamental parameter in the Drude 

model, which was developed to describe the behavior of metals at the beginning of 1900134. In 

particular, according to this theory, the dielectric permittivity of a metal is given by the 

formula: 

ሺ߱ሻߝ  ൌ ஶߝ െ ߱ଶ߱ଶ  ଶߛ  ݅ ߱ଶ߱ߛሺ߱ଶ  ଶሻߛ ൌ ܴ݁ሾߝሺ߱ሻሿ   ሺ߱ሻሿ (1.3)ߝሾ݉ܫ݅

 

Where ɂο is a background dielectric constant and ɀ is the damping parameterǤ The former account for high-frequency interband transitionsǡ the latter for the collision frequency of the carriersͳ͵ͷǤ As we can see from Equation ͳǤ͵ǡ the dielectric permittivity is a property that depends upon the frequency of the applied fieldǡ since the material has a non-instantaneous response to the external stimulusǤ Moreoverǡ ɂȋɘȌ is a complex functionǡ where the real part is related to the energy that remains stored in the materialǡ and the imaginary part ȋdielectric 
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lossȌ accounts for the energy lossesǤ An interesting optical phenomenon takes place at the interface of the metallic material and a dielectric upon shining a light of a suitable wavelengthǣ when the Surface Plasmon Resonance ȋSPRȌ conditions are satisfiedǡ a collective motion of carriers localized at the surface of the material startsǤ This can be viewed as an electromagnetic surface wave propagating in a waveguide-like fashion and whose properties are highly influenced by variations of the local dielectric constantǤ The SPR conditions are matched when the real part of the metal dielectric permittivity is negative and its magnitude is larger than that of the dielectric materialͳ͵ͷǡ ͳ͵ǣ 
 ܴ݁ሾߝሺ߱ሻሿ௧ ൏ Ͳ   and    ȁܴ݁ሾߝሺ߱ሻሿ௧ȁ  ȁܴ݁ሾߝሺ߱ሻሿௗ௧ȁ (1.4) 

  

In the frequency domains in which these conditions are satisfied, the light strongly 

interacts with the carriers. In the case of air/metal and water/metal interfaces, these 

frequency domains fall in the visible-NIR range. A particular case of SPR is the Localized 

Surface Plasmon Resonance (LSPR) (Figure 1.14). This phenomenon can be observed only in 

NPs whose size is smaller than that of the impinging light137Ǥ The ǲlocalizedǳ character of the 
phenomenon is given by the decrease of the material size below the mean-free path of the 

carriers. This greatly influences the optical properties of the plasmonic NPs (PNPs): for 

instance, the damping parameter ɀ in Equation ͳǤ͵ becomes larger than in bulkǡ since the probability of scattering events is higher due to enhanced interaction of the carriers with the PNP surface ȋboundary effectȌǤ When the electric component of an electromagnetic radiation interacts with a PNPǡ the carriers are displaced from their equilibrium positionǡ leaving a localized uncompensated charge density at the PNP surfaceǤ 
 

 

Figure 1.14. When a photon with a frequency (ɘ) satisfying the LSPR condition hits a PNP surface, its 

oscillating electric field triggers an oscillation of the carriers. In the case of metal PNPs the cloud of electrons 
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starts oscillating around the original position while the nuclei that compose the lattice can be considered to 

maintain a fixed position. This charge displacement determines the creation of a dipole moment inside the PNP. 

 The carrier oscillations that follow this event are identical to those described for bulk materialsǤ )n order to quantitatively describe this phenomenonǡ it is useful to consider two approximationsǣ iǤ the electronic structures of the PNPs are considered similar to that of bulk material and iiǤ the polarization generated by the light is uniform inside each PNPͳ͵ͺǤ Under these conditionsǡ the response of the spherical PNP electrons to an AC electric field is described by the dipolar approximationǣ 
ߙ  ൌ Ͷܴߨଷ ߝ െ ߝߝ    (1.5)ߝʹ

 

Where Ƚ is the electric polarization, ɂm is the dielectric permittivity of the medium in which 

the nanoparticles are embedded (dielectric), and R is the PNP radius. Considering the 

imaginary part of the dielectric permittivity negligible, the LSPR condition is satisfied for 

(Fröhlich condition)139: 

 ܴ݁ሾߝሺ߱ሻሿ ൌ െʹߝ (1.6) 

 

This means that the frequency at which the localized surface plasmon is observed is: 

 

߱ௌோ ൌ ඨ ܰ݁ଶߝ݉כሺʹߝ  ஶሻߝ െ  ଶߛ

 

(1.7) 

As we can observe from Figure 1.15, there is a mismatch between the predicted values (a) 

and the actual LSPR peak position (b). This effect stems from the fact that the model described 

above does not take into account the imaginary part that accounts for the losses135. To 

conclude, although not being extremely accurate, this theory describe the plasmonic effect in a 

straightforward way, allowing for an easy and immediate estimation of the PNP properties. 

The considerations that have been made in this Section considering the behavior of metals 

can be extended to any kind of materials having either negatively (electrons) or positively 

(holes) charged free carriers. In particular, the latter is the case of copper sulfide PNPs.  
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Figure 1.15. The LSPR frequency of Au-PNPs depends on the dielectric permittivity of the environment. In a 

it is possible to graphically appreciate how the resonance condition is satisfied in different environments by 

observing the intersection of the real part of the permittivity with an horizontal (dashed) line drawn at -2ɂm. The 

difference between the so-calculated ɘLSPR and the one observed in the absorption spectra simulated in the 

dipole approximation (b) stems from the fact that in a the imaginary part of the dielectric permittivity is 

neglected. Reproduced from Ref. 135 

 

1.3.2 The photothermal effect in PNPs and photothermal therapy (PTT) 

In the wavelength range where LSPR peak is located, PNPs display an enhanced molar 

extinction coefficient. This is composed of two components accounting respectively for the 

absorption and the scattering. The part of radiation that is absorbed by the material is 

converted into heat through a series of non-radiative processes140, 141. This phenomenon is 

referred to as photothermal effect. The heat conversion takes place following three steps: 

 

1- Part of the impinging light is absorbed by the PNPs, while the rest is scattered. 

2- Electron thermalization takes place on a femtosecond timescale. A state of hot 

electrons is reached due to electron-electron interactions. The hot electrons 

temperature can reach values of thousands of degrees. 

3- The electrons exchange the heat via electron-phonon relaxation processes. This 

happens in picoseconds, and the lattice temperature can increase of tens of degrees. 

4- After the creation of a hot lattice stage, the lattice eventually cools off by means of 

phonon-phonon relaxation. This last stage corresponds to the dissipation of the heat in 

the surrounding environment.  
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It is on this effect that photothermal therapy (PTT) is based. This therapeutic method for 

the treatment of solid tumors takes advantage of the use of heat converters (e.g. PNPs) that 

can be excited with a light of a suitable wavelength. These PTT agents then convert the light 

into heat, transferring it to the nearby cells. A controlled local increase of the temperature 

between 40 - 45 ιC leads to a programmed cellular death ȋapoptosisȌǡ which is a process that does not lead to inflammatory conditionsͳͶʹǤ This therapeutic approach is minimally invasive 

and allows for an extremely precise control of the treated area, thus minimizing the side 

effects on healthy cells143. This control can be exerted simultaneously in two ways: promoting 

a specific accumulation of the PTT agents exclusively at the tumor site and shining the 

triggering light only on the area of interest. The applicability of PTT is, however, limited by the 

penetration depth through the biological tissue of the triggering light (Figure 1.16). Indeed, 

often PTT is used to treat skin conditions and melanomas. For this reason, with the aim of 

expanding the boundaries of this therapeutic modality, NIR absorbing PNPs are currently 

being deeply explored as PTT agents144. 

 

 

Figure 1.16. When designing an optical system to be used in vivo, it is necessary to take into account the 

different depth of penetration that different wavelengths display. In particular scattering (mainly in the UV-

visible range due to lipids) and absorption (mainly in the NIR range due to water) contribute for the total loss 

coefficient of biological tissues. The three OTWs (here named NIR-I, NIR-II, and NIR-III) are optical ranges where 

the penetration depth is maximized. This enhanced penetration stems from the reduced losses that a light of a 

wavelength falling in this intervals experiences travelling through a biological tissue. Reproduced from Ref.146 
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Actually, NIR light penetrates deeper in biological tissues than visible light does, due to 

reduced absorption and scattering phenomena occurring in this spectral region. In particular, 

it is possible to individuate specific wavelength ranges, also called optical transparency 

windows (OTWs), where the light penetration is maximized145. 

 

1.4 Copper sulfide plasmonic nanoparticles. 

1.4.1 Gold, the noble brother 

The unique optical behavior of metal PNPs made them a prosperous research subject in 

the last years. Specifically, silver, copper, and gold NPs all show LSPR bands falling in the 

visible region, unlike other metals that display weak UV-centered LSPR bands. Above all, gold 

received the greatest deal of attention, in particular due to its outstanding chemical stability 

and the ease of the synthetic methods to produce Au-PNPs. Here, I will not review the 

countless works that have been published so far about the synthesis and application of Au-

PNPs. Actually, their preparation follows completely different approaches than those 

proposed for Cu2-xS PNPs, and an accurate review of these synthetic routes would fall out of 

the scope of the thesis. However, I will briefly enumerate some application fields for which 

Au-PNPs have been proposed and used for, in order to set the ground for a comparison with 

Cu2-xS PNPs. 

Indeed, Au-PNPs are extremely versatile in terms of the control that can be exerted over 

their optical properties by tuning their size and morphology. Au-PNPs can be synthesized in 

the shape of nanospheres (NSs)147, nanorods (NRs)148, nanostars149, nanourchins150, 

nanocages151, nanoshells152, and hollow NSs153, just to name the most common ones (Figure 

1.17). Each morphology has distinctive optical features. Profiting from the high degree of 

sophistication that the synthesis of these plasmonic nanostructures has achieved, it is possible 

to tailor the LSPR properties of Au-PNPs to span an incredibly extended optical range, from 

the visible to the NIR (Figure 1.17b). Moreover, Au surface chemistry is very well-known: the 

high affinity displayed by Au-PNPs toward amine and thiol groups makes the surface 

modification of these systems straightforward, allowing for a fine control over the specific 

interaction of Au-PNPs with other moieties. Depending on their sizes, the range in which their 

LSPR peak falls, and their surface chemistry, these Au-PNPs can be used for different 

applications. 
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Figure 1.17. Different types of Au-PNPs that have been designed to effectively reach the NIR range: GNRs (a  Ȃ Reproduced from Ref. 154) and sols of GNRs with different aspect ratios (b Ȃ Reproduced from Ref.140), Au-

nanostars (c and d, reproduced respectively from Ref.155 and Ref. 156), Au-nanocages (e Ȃ Reproduced from Ref. 

157), and Au-nanoshells (f Ȃ Reproduced from Ref.158). In d the scale bar is 50 nm. 

 

For instance, Au-PNPs whose surface has been conveniently modified can be used in 

colorimetric assays for the determination of metal ions in solution159, small molecules such as 

glucose160 and uric acid161, hydrogen peroxide162, proteins163, and DNA164 to name a few. Au-

PNPs are well-established probes in surface enhanced Raman scattering (SERS) 

spectroscopy165. They can also be used for the creation of anti-bacterial agents166 and to 

enhance the performances of photovoltaic devices167. One of the fields where Au-PNPs finds 

an incredible number of applications is nanomedicine. Au-PNPs have been often engineered 

to act as drug delivery systems, since different drugs can be easily attached on their surface149, 

168. This approach allows for an increased accumulation of the formulation at the tumorous 

site thanks to the enhanced permeation and retention (EPR) effect, which is promoted by the 

blood vessel fenestration in correspondence of the tumor169. A more specific accumulation of 

the drug is achieved via the surface modification of Au-PNPs with molecules that specifically 

binds to cancer cells receptors (active targeting). Specifically, the drug attached on the Au-

PNP surface can be a photosensitizer (PS) for photodynamic therapy (PDT)170. PSs are a class 

of molecules that absorb light and transfer the energy to nearby oxygen to give cytotoxic 

reactive oxygen species (ROS), leading to cell apoptosis171. Due to their large absorption 

cross-section, Au-PNPs have been proposed as radiation therapy enhancers. The 

incorporation of Au198 isotope in the particles that accumulate in the site to be treated 

enhance the effective radiation dose of more than 200 % with respect to normal tissues172. 
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More recently, Au-PNPs have also been tested as photoacoustic contrast agents173. Eventually, 

Au-PNPs are outstanding PTT agents, thanks to their ability to convert light into heat 

according to the photothermal effect described in section 1.3.2.  

 

1.4.2. Copper sulfide PNPs: an affordable alternative 

Properties. Copper sulfide is a semiconductor material with an incredibly rich chemistry. 

Indeed, a large number of compounds falls under the general name of copper sulfide and they 

all display a defined chemical composition with a unique crystalline structure. For this reason, 

the community usually refers to the large family of copper sulfide materials with the generic 

formula Cu2-xS, where x can take values between 0 and 1174. Other than the two extreme 

compounds (CuS Ȃ covellite and Cu2S - chalcocite), in the Cu2-xS family we find Cu1.97S Ȃ 

djurleite, Cu1.80S Ȃ digenite, Cu1.75S Ȃ anilite, Cu1.60S Ȃ geerite, Cu1.40S Ȃ spionkopite, and Cu1.12S Ȃ yarrowite. Bulk copper sulfide is an important material from a technological viewpoint due 

to its outstanding superconductor behavior at 1.63 K in its bulk covellite phase175. However, 

in its nano-sized form it has been recently brought to the attention of the community for a 

plethora of applications. Generally speaking, Cu2-xS is a degenerate (i.e. self-doped) p-type 

semiconductor with a wide variety of direct energy gap values135. The self-doped character of 

this semiconductor stems from the distinctive Cu-deficient stoichiometry of the material. 

Indeed, when one Cu atom is removed from the structure, one vacancy is introduced in the 

VB135. The presence of these charge carriers is the reason for the metal-like behavior of 

heavily sub-stoichiometric polymorphs (x γ 1). It is evident, that covellite (CuS) is the 

compound of the copper sulfide family that shows the strongest p-type metallic behavior, 

since it has the largest number of free carriers. Therefore, it is not surprising that this is also 

the compound displaying the more intense LSPR band. In this regard, it is worth noticing that 

the plasmonic peak of this material is naturally centered in the NIR region. This feature makes 

Cu2-xS (and particularly CuS) PNPs incredibly charming in view of their application for PTT 

and, in general, for in vivo applications that requires NIR triggered agents, as we will see later. 

Cu and S valence is a fundamental parameter in Cu2-xS compounds, since it gives an insight 

about the electronic behavior of the system. The top of the VB has a marked contribution from 

the p orbitals of S, so that the introduction of vacancies in the VB should bring along a change 

of the chalcogen valence. Actually, XPS studies conducted on thin films have shown that the 

valence of Cu is always +1, while the one of S passes from -2 in chalcocite to a value higher 

than -2 in sub-stoichiometric compounds. 
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Figure 1.18. When passing from Cu2S to Cu2-xS the effect of removing a Cu+ ion is the introduction of a hole in 

the VB. At the same time, the VB energy decreases with a consequent increase of the work function (i.e. the 

energy needed to remove one electron from the material surface). Moreover, the curvature of the VB increases, 

leasing to a decrease of the hole effective mass. Adapted from Ref. 135 

 

This in accordance with the observation of the strong S 2p character of top of the VB. 

However, in the particular case of Cu2-xS PNPs, this is still under debate. Some studies have 

assigned to Cu a valence between 1 and 1.5176, while sulfur is present both as S2- and S22- 177.  

The plasmonic properties of CuS PNPs can be rationalized in the frame of the Drude model 

described in Section 1.3.1. The only substantial difference with respect to the formula there 

reported is that the density of charge carriers is actually a density of holes (Nh). Although the 

seminal work about the synthesis and study of plasmonic CuS PNPs was published in 2009 by 

the group of Burda178, a first quantitative description of the plasmonic properties of these self-

doped semiconductor PNPs was reported the following year by the group of P. Alivisatos179. 

The authors observed that the LSPR peak intensity and position are both size-dependent. 

Specifically, in very small PNPs (below 3 nm) the LSPR extinction is absent, and its intensity 

increases with increasing PNP size. A solvatochromic effect was observed when dispersing the 

PNPs in organic solvents with different refractive index. This behavior is in accordance with 

the strong dependence of the LSPR effect upon the dielectric permittivity of the medium in 

which the PNPs are embedded. Furthermore, the authors submitted the PNPs to a controlled 

oxidation via exposition to ambient air, observing that the increased number of vacancies 

introduced by this oxidative event enhances the plasmonic properties of the material. 

However, the most intense work has been conducted by the group of Manna, who has been 
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investigating in depth the behavior of plasmonic chalcogenide PNPs in general135, 180, 181. 

Indeed, most of the considerations about the optical properties of CuS PNPs made so far come 

from the investigation conducted by this group. 

 

Synthesis and applications of Cu2-xS PNPs. Generally speaking about copper sulfide 

nanosystems, non-plasmonic Cu2-xS NPs have been successfully applied in in vitro assays for 

glucose182, DNA183, and food borne pathogens184 to name a few. These applications rely on the 

good conductive properties displayed by these PNPs. However, more recently attention has 

been shifting toward the use of Cu2-xS PNPs for in vivo applications, due to the strong 

plasmonic feature displayed by this material in the NIR that well matches the range of the 

OTWs. There are two main advantages in using Cu2-xS PNPs instead of systems based on Au. 

First, the cost production is lower. Second, the LSPR peak remains located in the NIR region 

even for small PNPs, while to reach such long wavelengths with Au-PNPs it is necessary to 

synthesize large structures (NRs, nanostars, or nanoshells). This is a pivotal feature, since the 

use of small PNPs in theranostic applications favors the accumulation at the tumor site due to 

the EPR effect185. The synthesis of Cu2-xS PNPs dates back to the work of Zhao et al., where the 

authors synthesized different polymorphs using three different approaches: 

sonoelectrochemical, hydrothermal, and solventless thermolysis178. They performed an 

accurate analysis of the optical properties of the different materials both considering the 

excitonic absorption at short wavelengths and the NIR LSPR feature. Finally overcoming the 

wrong assignment of an indirect bandgap to this class of material186, they also correctly 

attributed the dependence of the plasmonic absorption on the carrier concentration in the 

material. For the first time water-dispersible Cu2-xS PNPs were synthesized and proposed as 

PTT agents by Li et al. using thioglicolic acid (TGA) and thioacetamide187. Nonetheless, these 

particles displayed a rather weak LSPR absorption band, which limited their efficacy as 

therapeutic agents. Tian et al. synthesized digenite PNPs in oleylamine (OLAm) using 

Cu(diethyldithiocarbamate) via a thermal decomposition approach. They performed the 

water transfer via a ligand exchange with 6-amino caproic acid and used this system for PTT, 

obtaining a heat conversion efficiency (HCE) of 25.7 %188. Later, the same group 

demonstrated that the use of superstructures increases the HCE of almost 50 % with respect 

to single covellite PNPs189. In this study, the PNPs were synthesized via a hydrothermal 

approach in the presence of PVP changing the reaction time from 12 h to 48 h in order to 

obtain either the single PNPs or flower-like composites. 
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Figure 1.19. Some of the Cu2-xS PNPs synthesized in the last 8 years. Small djurleite PNPs (a) with strong 

LSPR absorption (b) were synthesized by Luther et. al. (reproduced from Ref.179). Xie et al. studied the optical 

response of covellite nanoplatelets (c) finding a weak contribution of out-of-plan modes (d) (reproduced from 

Ref. 180). CuS PNPs superstructures (e) allow to obtain an increased HCE if compared to the parent building 

blocks (reproduced from Ref.189), while a controlled intercalation of Ag+ in Cu1.1S nanodisks was shown to red-

shift the LSPR peak and increase the PNP resistance to oxidation (f). The PNPs resulting from this intercalation 

process are shown in g, h, I (reproduced from Ref.191).  

 

On the same path, recently Tan et al. investigated the behavior of CuS PNP 

mesostructures190, finding an enhanced phothermal  activity with respect to the single 

building blocks under 980 nm excitation. Luther et al. published a study on the optical 

properties of djurleite PNPs synthesized from Cu(acetylacetonate) in OA and DDT with a 

thermal decomposition approach, managing to control the PNP size by changing the S/Cu 

ratio179. Later, Ku et al. first reported the use of pegylated Cu2-xS PNPs as exogenous contrast 

agents for photoacoustic tomography (PAT)192. They synthesized the PNPs directly in water, 
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using citrate as the stabilizer molecule, and then they pegylated them to impart 

biocompatibility and more colloidal stability. Using a 1060 nm CW laser, they were able to 

image the PNPs in mouse brain and rat lymph nodes. Most importantly, they showed that 

these contrast agents could be localized under almost 5 cm of chicken breast. Recently, also 

Ding et al. similarly reported on the possibility of using Cu2-xS PNPs, directly synthesized in a 

PEG-thiol solution, as PAT contrast agents193.  Wang et al. produced 6.5 nm Cu2-xS PNPs via the 

hot injection of a ODE sulfur solution in a OLAm solution of copper 181. After a pegylation step, 

they confirmed the good performances of the particles as PTT agents (HCE = 16.3 %) and 

reported the generation of ROS upon NIR irradiation, claiming for the evidence of Cu2-xS PNP 

mediated PDT181. However, the ROS generation does not stem from the PNPs themselves, but 

rather from the leakage of Cu2+ ions in solution that undergo a redox reaction leading to the 

production of ROS. On the side of more fundamental studies, in 2013 Xie et al. analyzed the 

optical properties of covellite nanoplatelets synthesized in OA, OLAm, and ODE180. The 

authors pointed out the presence of different in-plane and out-plane LSPR modes, and a 

carrier density as high as 1022 cm-3. Then, Ann Mary et al. compared the behavior of 

nanospheres and nanoplatelets synthesized in water in the presence of PVP: they observed 

that the nanoplatelets are more efficient NIR absorbers (thus heat converters) due to the 

presence of less stacking faults and twinning, i.e. trap levels, in the crystals 194. The good 

affinity of amine groups towards copper is often exploited in the synthesis of these systems. 

For instance, OLAm was used for the synthesis of Cu2-xS PNPs from Huang et. al., who 

successfully transferred the particles to water using phospholipid micelles 195. The water 

dispersed PNPs were employed as subcutaneous PTT agent thanks to their remarkable HCE of 

31.4 %. Following the OLAm synthetic route, Wolf et al. explored the possibility of alloying 

Cu1.1S PNPs (and Cu2-xSe) with Au+ and Ag+ via a cation exchange process191. They showed that 

intercalation of Ag+ and ion exchange with Au+ in Cu1.1S PNPs both lead to a bathochromic 

shift of the LSPR peak (i.e. a shift toward longer wavelengths) and an increased resistance of 

the material towards oxidation. Covellite PNPs were synthesized in OLAm also from Liu et 

al.203. They obtained a mixture of nanoplatelets and NSs that they separated via centrifugation, 

observing that the addition of ammonium sulfide in this stage leads to a controlled growth of 

the two populations of PNPs. Controlling the size of the particles, they were able to tune the 

LSPR peak position over a broad NIR range. Moreover, theoretical calculations demonstrated 

the predominance of in-plane modes in plasmonic response of these PNPs.  An innovative use 

of Cu2-xS PNPs as light-triggered sterilants was proposed by Liu et al., who managed to 

permanently sterilize male mice after local injection of the nanoheaters and irradiation with a 
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980 nm CW laser204. Recently, Cheung et al. described a continuous-flow microfluidic 

approach for the synthesis of different Cu2-xS PNPs205. The relatively low reaction temperature 

of 120 ιC in organic solvents ȋODEǡ OLAmǡ and OAȌ and ease of operation make this approach a robust synthetic method for the reproducible synthesis of chalcogenide PNPs. At the time 

this thesis has been written, the record value of HCE has been obtained with digenite PNPs by 

Li et al., with an outstanding value of 56.7 %198 which makes these chalcogenide PNPs 

incredibly efficient heat converters even compared to some Au-PNPs (Table 1.1).  

Composite systems. Other than systems based only on Cu2-xS, more complex 

nanostructures have been proposed as multimodal theranostic agents. In particular, Xiao et al. 

synthesized a core/satellite structure using silica-coated upconverting NPs (UCNPs) 

decorated with Cu2-xS PNPs. This system combines the effect of PTT and enhanced 

radiotherapy with the possibility of real-time tracking using magnetic resonance (MR), 

upconversion (UC)-based optical imaging, and computed tomography (CT)206. Exploiting the 

same multimodal concept, Lv et al. developed an in situ strategy to grow Cu2-xS PNPs on the 

surface of dopamine coated UCNPs207. 

 

Table 1.1. Comparison of the HCE of different systems reported in the literature. 

Material ɉexǡ nm Iǡ mW HCEǡ ά (ollow Au-Ag alloy nanourchinsͳͻ ͺͲͺ ͳͲͲͲ ͺͲǤͶ Au NRsͳͻ ͺͳͷ ͳͷͳ ͳ AuȀAuS nanoshellsͳͻ ͺͳͷ ͳͳ ͷͻ CuǤʹSͶ nanoplateletsͳͻͺ ͻͺͲ ʹͻͲ ͷǤ Au NRsͳͻͻ ͺͲͺ ʹͲͲͲ ͷͲ Dopamine-melanine colloidal NSsʹͲͲ 
ͺͲͺ ʹͲͲͲ ͶͲ Biodegradable Au nanovesciclesʹͲͳ ͺͲͺ ͳͲͲͲ ͵ AuȀSiOʹ nanoshellsͳͻ ͺͳͷ ͳ͵ ͵Ͷ CuS NSsͳͻͷ ͺͲͺ ͳ ȋWȀcmʹȌ ͵ͳǤͶ CuͻSͷ nanoplatelestsͳͺͺ ͻͺͲ ͷͳͲ ʹͷǤ Au nanoshellsͳͻͻ ͺͲͺ ʹͲͲͲ ʹͷ Cuʹ-xSe nanoparticlesʹͲʹ ͺͲͲ ʹͲͲͲ ʹʹ Au NRsʹͲͳ ͺͲͺ ͳͲͲͲ ʹʹ Au nanoshellsʹͲͳ ͺͲͺ ͳͲͲͲ ͳͺ CuͳǤͺS NSsͳͺͳ ͺͲͺ ͳͺͻͲ ͳǤ͵ 
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The incorporation of Cu2+ ions in the polymeric layer during the transfer to water of 

UCNPs allowed for the subsequent growth of the PNPs directly on the surface of the 

phosphors upon addition of sodium citrate and Na2S. Liu et al. developed a simple method to 

synthesize mesoporous silica-coated Cu2-xS PNPs: the PNPs are grown directly in a CTAB 

aqueous solution and, after the silica coating, the system can be loaded with doxorubicin 

(DOX) to obtain a PTT agent with drug delivery capabilities208. The silica shell impart also 

stability to the system that can withstand without apparent degradation several cycles of laser 

irradiation. A common strategy to obtain efficient drug carriers is to build hollow structures. 

Indeed, Han et al. produced Cu2-xS hollow PNPs loaded with a PS molecule (indocyanine 

green) to perform simultaneous PTT and PDT under 808 nm laser irradiation209. The 

nanostructure was further engineered attaching on its surface bovine serum albumin (BSA) 

and folic acid to impart stealth and active targeting properties respectively. Eventually, for the 

first time plasmon-enhanced UC emission was reported using Cu2-xS PNPs210. Zhou et al. 

prepared sulfide and UCNP films of controlled thickness placing between them a MoO3 spacer 

layer. The thickness of this oxide layer has a strong impact on the UC signal enhancement 

along with the size of the PNPs. 

As we can observe from the relatively limited literature about the subject, the systematic 

use and study of Cu2-xS PNPs is a young and expanding research field, which is expected to 

grow even more in the next years due to the unique properties of this plasmonic material. 

  

1.5 Aim of the research 

In this thesis, I present the results of the study on optically active CIS QDs and Cu2-xS 

PNPs. As presented in the previous sections, these chalcogenide-based nanoparticles are 

currently under intense study, since the last years of research have proved them to be viable, 

reliable, non-toxic, and cheap alternatives to the state of the art materials used in many 

application fields. The purpose of my research has been to develop easy synthetic methods to 

produce NPs having specific characteristics, such as the possibility of dispersing them in polar 

organic solvents or displaying better optical properties. In a second phase, I explored the 

effect of combining these NPs with rare-earth (RE) doped NPs to investigate the interaction 

between the two moieties and obtain augmented properties. 

Specifically, my research on CIS QDs has led to the preparation of mercaptosilane-

passivated CIS QDs synthesized via a simple one-pot thermal decomposition approach 
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(Chapter 2). The unique feature of these QDs is the possibility of dispersing them in organic 

polar solvents due to a complex surface chemistry. This distinctive characteristic, obtained 

without any post-synthesis surface modification, makes these QDs attractive from an 

applicative viewpoint, since only few QDs display this particular property. Moreover, the slow 

reaction kinetics allowed observing a growth mechanism characterized by the presence of 

QDs having discrete sizes, a behavior that was never reported in the literature. 

In the framework of the optimization of the synthetic approaches for CIS QD synthesis, I 

later shifted my attention to the most commonly utilized thermal decomposition method 

conducted in 1-octadecene and 1-dodecanethiol. Although this procedure is well-established, 

a precise knowledge of the effect that each synthetic parameter has on the final properties of 

the QDs has not been achieved yet. In this regard, I analyzed the effect that different halogen 

anions have on the properties of CIS QDs when these ions are present in the reaction 

environment in the form of copper (I) chloride, bromide, and iodide (Chapter 3). Combining 

different characterization techniques, we observed evidences of the incorporation of the 

anions in the lattice. The results show that the polarizability of the halogen ions affect the 

growth and the optical properties of the dots following the trend of the so-called Hofmeister 

series. 

The expertise gained in the synthesis and control of the optical properties of CIS QDs was 

later used to investigate the energy transfer (ET) mechanism between CIS QDs and 

upconverting NPs (UCNPs) doped with RE ions (Chapter 4). This fundamental study was 

carried in order to deepen the knowledge about this subject that has been scarcely tackled in 

the literature. The results of these investigations would be valuable information for the 

development of all-inorganic probes for Förster resonance energy transfer (FRET)-based 

assays. With the aim of setting the ground for the design of these optical probes, I selected 

LiYF4:Yb,Tm as the host-dopant ions combination for UCNPs and investigated the effect that 

different core/shell donor (UCNP) architectures have on the ET mechanism. The study was 

conducted both in solution and on samples dried on a substrate, in order to assess the nature 

of the ET (radiative versus non-radiative) between the two moieties. The results show that 

FRET can be observed between these inorganic species only when they are constrained in 

close proximity (i.e. in their dried form). Furthermore, a careful design of the donor is 

necessary in order to increase the fraction of optically active ions on the UCNP surface 

without decreasing the PLQY value too much. 
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On a different side, I designed a green and cheap approach for the synthesis of Cu2-xS 

PNPs, especially focusing my attention on their potential application as photothermal agents 

(Chapter 5). This field has become a particularly hot topic in the last few years as shown in the 

previous Sections. So the development of synthetic protocols that allow for an easy and 

controlled synthesis of non-metallic PNPs readily dispersible in water is particularly 

attractive. In particular, following this newly developed approach, quasi-spherical pure phase 

covellite CuS PNPs with a localized surface plasmonic resonance (LSPR) peak centered in the 

NIR region were obtained. The characterization of these PNPs showed that variations of the 

reaction parameters such as temperature, pH, and copper-to-sulfur ratio allow for a fine 

control over structural, morphological, and optical properties. These PNPs display a high heat 

conversion efficiency (HCE) of 44.2 %, a value that makes them a competitive cheaper 

substitute for the more studied gold-based photothermal agents. 
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Chapter 2 

Synthesis of mercaptosilane-passivated CIS QDs 

The possibility of preparing high quality QDs readily dispersible in a variety of solvents 

is highly desirable for photovoltaic and LED technologies, to name a few. In particular, 

the use of CIS QDs in these fields is steadily increasing, due to their appealing heavy-metal 

free nature and good performances. This fact makes the research about new synthetic 

protocols a hot topic. In this chapter, I present a synthetic approach to produce CIS QDs 

easily dispersible in organic polar solvents. 3-mercaptopropyl trimethoxysilane (MPTS) 

acts at the same time as solvent, sulfur source, and capping agent during the synthesis. 

Comparing the results of morphological, chemical, and optical characterization, we 

observed evidences of a growth mechanism involving populations having discrete sizes: a 

behavior that, to the best of our knowledge, is not yet reported in the literature for CIS 

QDs. These QDs possess a maximum photoluminescence quantum yield (PLQY) of more 

than 6 % without any substantial adjustment of the reaction conditions. The possibility of 

dispersing the QDs in highly polar organic solvents represents a valuable feature of this 

system in view of the development of new devices: for instance, polymeric films could be 

produced using matrixes which have not been exploited so far due to the lack of 

compatibility with the solvents in which the QDs are usually suspended. 
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2.1 Materials and methods 

2.1.1 Chemicals 

CuBr (98%, Aldrich), In(OAc)3 (99.999%, Sigma-Aldrich), DEG (99.9%, Sigma-

Aldrich), MPTS (95%, Aldrich), NH3 (28%, Fluka), ethanol (99.8%, Fluka), acetone 

(99.5%, Sigma-Aldrich), TEOS (98%, Aldrich) are of chemical grade and were used 

without further purification. 

 

2.1.2 Synthesis of MPTS-passivated CIS QDs 

To synthesize CIS QDs, the precursor salts (0.2 mmol of CuBr and 0.2 mmol of 

In(OAc)3) were mixed with MPTS (5 mL) at room temperature. Then, the temperature 

was raised to 120 °C and the reaction mixture was kept under stirring for 15 min in 

order to allow the complete dissolution of the salts under N2. The solution became 

transparent and slightly yellow. Afterwards, the reaction mixture was heated to the 

target temperature (180 °C, 190 °C, or 200 °C) within 30 min. The timing was initiated 

as soon as the temperature inside the flask reached 180 °C. At this temperature the 

solution started becoming more intense in color. The solution color changed 

progressively from yellow to orange, then red, and finally brown. Aliquots were 

removed at predetermined time intervals of 30, 60, 90, 120, 180, 240, and 300 min. 

After 360 min, the flask was quenched in cold water. The samples were purified by 

dispersing the QDs in chloroform and subsequently precipitating them with ethanol. 

After collecting QDs by means of centrifugation, they were re-dispersed in chloroform 

or in an organic solvent such as acetone, dimethylsulphoxide (DMSO), or 

tetrahydrofurane (THF) in the presence of small volumes of mercaptoethanol. The 

samples were named according to their reaction temperatures as C180, C190, and 

C200. 

We further synthesized four additional batches following an analogous approach, 

which involves the use of 15 mL of diethylene glycol (DEG) as the main solvent along 

with 2 mL of MPTS. The synthesis was conducted at different temperatures and the 

samples were again named after their respective reaction temperature as CDEG190, 

CDEG200, CDEG210, and CDEG220. 
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2.1.3 Characterization techniques 

Structure, morphology, and composition. The microstructure of the samples was 

investigated by means of X-Ray Powder Diffraction (XRPD) using a Philips 

diffractometer with a PW 1319 goniometer with a Bragg-Brentano geometry, 

connected to a highly-stabilized generator (40 kV). A focusing graphite 

monochromator and a proportional counter with a pulse-height discriminator were 

used, employing a nickel-filtered Cu KȽ radiation and a step-by-step technique (steps 

of 0.05 in 2Ʌ), with a collection time of 10 sec step-1. The Fourier Transform Infrared 

(FTIR) spectra were recorded with a NEXUS-FT-IR instrument implementing a Nicolet 

AVATAR Diffuse Reflectance accessory, using a resolution of 1 cm-1 and averaging the 

spectrum 56 times. The chemical composition of the samples was studied by means of 

inductively coupled plasma mass spectroscopy (ICP-MS) measurements, utilizing a 

PerkinElmer Elan6100 instrument. The samples were weighed and digested with a 

solution of 3 mL H2O, 3 mL aqua regia (HNO3:HCl = 1:3), and 1.5 mL HF. The mixture 

was subjected to two microwave digestion cycles (CEM discover SPD): after the first 

cycle 7.5 mL H2BO4 was added to neutralize HF. The solution was eventually filtered 

and diluted to 1:5 with a 2%aq HNO3. Cu+ and In3+ were quantified monitoring Cu (63 

and 65 m/z) and In (115 m/z) channels. Scanning Transmission Electron Microscopy 

(STEM) was performed with an FEI Tecnai F20 instrument, equipped with a Schottky 

emitter and operated at 200 keV in High Angle Annular Dark Field (HAADF) Scanning 

Transmission (STEM) mode. Energy Dispersive X-ray (EDX) spectrometry analysis was 

performed by means of a Si-Li EDAX Phoenix spectrometer equipped with an ultra-thin 

window detector. The surface chemical composition was investigated by means of X-

ray Photolectron Spectroscopy (XPS), using a PHI 5600-ci spectrometer (Physical 

Electronics, Eden Prairie, MN). The main XPS chamber was maintained at a base 

pressure of < 8*10-9 Torr. A standard aluminium X-ray source (Al k = 1486.6 eV) was 

used to record survey spectra (1400-0 eV, 10min) and a standard magnesium source 

was used for high resolution spectra, both without charge neutralization. The detection 

angle was set at 45º with respect to the normal of the surface and the analysed area 

was 0.05 cm2. 

 

Optical properties. Aliquots sampled during the QD growth were dispersed in 

acetone without further purification prior to optical analyses. Photoluminescence (PL) 

and lifetime (LT) measurements were performed on a Horiba-Jobin Yvon Fluorolog 3-
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21 spectrofluorimeter. A Xenon arc lamp (450 W) was used as a continuous-spectrum 

source to record the PL spectra, selecting the excitation wavelength with a double 

Czerny-Turner monochromator. The spectra were recorded with 1 nm band pass 

resolution at room temperature, diluting the QDs to an optical density below 0.1 at the 

excitation wavelength (390 nm) in order to minimize self-absorption phenomena. LT 

measurements were conducted at room temperature under excitation at 373 nm using 

a NanoLed light source. The detection system consisted of an iHR300 single grating 

monochromator coupled to a R928 Hamamatsu photomultiplier tube. We measured 

the PLQY using an aqueous solution of Ru(bpy)3Cl2 as a standard (emission peak: 613 

nm, PLQY = 0.042 ± 0.002)1. 

 

2.2 Results and discussion 

2.2.1 Structural, morphological, and chemical characterization 

CIS QDs synthesized in this study were characterized from a structural, 

morphological, and compositional point of view in order to correlate these physical 

features with their optical properties. We report here the characterization of the 

sample C200 reacted for 360 min, which is representative of the entire series. The QDs 

have a tetragonal (I-42d) chalcopyrite (PDF #00-047-1372) crystalline structure, as 

confirmed by their diffractogram (Figure 2.1a). It must be mentioned that the CuInS2 

zinc-blende polymorph has an ion arrangement that is identical to the chalcopyrite 

one. This makes it substantially impossible to unambiguously assign the crystal 

structure directly from the diffractogram, due to the small difference between the two 

polymorphs (see Figure 2.1c) and the broad reflections. Nonetheless, the TEM 

observations provide additional evidence for the assignment of the crystalline phase. 

Indeed, the QDs are small (2.2 ± 0.3 nm) and have a tetrahedral morphology (Figures 

2.1d and 2.1e). This habitus is typical of QDs crystallized in the chalcopyrite 

polymorph2, as can be observed in the inset of Figure 2.1e. The EDS measurement 

(Figure 2.1f), performed on the area of Figure 2.1e, returns all the expected elements 

(Cu, In, S, and Si). ICP-MS measurements allowed for the accurate determination of the 

QD composition: the three batches are all Cu-deficient, with a Cu/In ratio of 0.52, 0.47, 

and 0.49, respectively, for the samples C180, C190, and C200. 
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Figure 2.1. Synthesized CIS QDs have a tetragonal crystalline structure according to the XRPD patterns (a), 

although the cubic polymorph (c) could not be excluded a priori. FTIR analysis (b) confirms the presence of 

MPTS molecules on the QD surface. TEM observations performed on the sample synthesized at 200 °C for 360 

min show a sample composed of QDs with a mean size of approximately 2.2 nm and a tetragonal habitus, 

characteristic of the tetragonal chalcopyrite polymorph (d, e, and insets). The EDX spectrum recorded for this 

sample returns the expected elements for the QDs and the molecules on their surface, silicon being the strong 

signal just below 2 keV (f). 

 

These results are an indication of the stronger reactivity of In3+ in the reaction 

environment, probably due to the poor affinity of the thiol ligands (soft Lewis bases) 

with In3+ (strong Lewis acid), giving rise to an imbalanced availability of the two 

cations. These thiolated silica precursor molecules (MPTS) remains bound on the QD 

surface after the reaction, imparting colloidal stability. We ascertained the presence of 

MPTS molecules on the QD surface by means of FTIR spectroscopy (Figure 2.1b). 
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Figure 2.2. XPS survey spectrum (a) shows all the elements of interest. The high resolution spectra 

of Cu (b), In (c), S (d), C (e), O (f), and Si (g) were analyzed and the results are reported in Table 2.1. The 

metal ions are present as a single species, while sulfur is found both as thiol and as metal sulfide. In the 

spectra of C, O, and Si signal attributable to MPTS molecules are present. 

 

To better investigate the surface chemistry of the sample, XPS measurements were 

conducted (Figure 2.2). The survey spectrum shows the presence of all the elements of 

interest. Both Cu+ and In3+ signals can be fitted considering a single metal population. 

More information can be obtained from the spectrum of sulfur, where the fit returns 

the presence of two populations. The first one, whose S2p1/2 peak is centered at 162.1 

eV, is ascribed to metal sulfide; the second one, whose S2p1/2 peak is centered at 163.5 

eV, stems from alkyl thiol groups3. The signal from the latter population is 2.6 times 

more intense than the one from sulfide, suggesting the presence of a considerable 

amount of MPTS molecules in the sample. In the spectrum of carbon, typical signals of 

C-C and C-O are observed but their intensity is high enough to stem not only from 

adventitious carbon. Indeed, MPTS contains both C-containing chemical groups. The 

oxygen signal has a dominant C-O component, but a minor contribution centered at 

higher energy results from siloxane bonds. The silicon peak is fitted considering both 

Si-O and Si-C contributions, the signal originating from the latter population being far 

weaker than the one arising from siloxane bonds. 
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Table 2.1. Summary of the results obtained from XPS data elaboration. 

 

Signal Peak position (eV) Peak assignment Relative percentage Atomic percentage 

C 1s 
284.8 C-C 91.9 % 

59.0 % 
286.5 C-O 8.1 % 

O 1s 
532.3 O-C 94.1 % 

20.7 % 
533.9 Si-O 5.9 % 

Cu 2p 932.3 Cu - 1.3 % 

In 3d 452.5 In - 1.5 % 

S 2s 
162.1 S-metal 29.6 % 

7.8 % 
163.5 SH thiol 70.4 % 

Si 2p 
100.8 Si-C 3.7 % 

9.8 % 
102.6 Si-O 96.3 % 

 

In general, the atomic composition obtained from this analysis suggests the 

presence of a large amount of MPTS molecules (composed by the elements C, O, and S) 

with respect to the metals (In and Cu) (Table 2.1). The presence of silica precursor 

molecules is even more appreciable in the samples synthesized in the presence of DEG, 

probably due to condensation phenomena taking place among the molecules during 

the reaction. In this case, the sample C210DEG was selected as representative of the 

whole series. The FTIR spectrum of the QDs after purification shows the presence of a 

large quantity of DEG, which remains bound on the surface of the dots (Figure 2.3a). 

We subjected the sample to two steps of calcination (2 h and 8 h at 300 °C), observing 

that the glycol DEG is gradually removed during the calcination, and the typical 

stretches of amorphous silica appear. The diffractogram of the sample (Figure 2.3b) 

shows a substantially amorphous structure. When CDEG210 is subjected to the first 

calcination step, weak reflections appear in correspondence of the characteristic peaks 

of the chalcopyrite polymorph. Moreover, the amorphous feature at low angles shifts 

and broadens resembling the feature usually observed in amorphous silica. This is due 

to the induced oxidation of silica precursor molecules, which results in the formation of 

a silica matrix. TEM observations confirm the presence in the sample of a significant 

amount of glycol and MPTS that remains bound even after the purification step (Figure 

2.3c). From the micrograph it is possible to appreciate the formation of a thick 

polymeric layer on the grid that prevents us to observe the presence of any 

nanoparticle (whose size is expected to be even smaller than the one of C200 sample, 

according to XRPD and optical studies). 
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Figure 2.3. Structural and morphological characterization of the sample CDEG210. The FTIR spectra (a) show 

that both DEG and MPTS remain bound to the QD surface and after a prolonged calcination step the surface 

chemistry of the sample closely resembles that of silica. Similar observations can be obtained from XRPD 

patterns (b), the calcination shows to promote the crystallization of the QDs and the formation of a silica matrix. 

The considerable amount of organic molecule can be observed in the TEM micrograph in c, and a EDX analysis 

(d) performed on that area returns the presence of the expected elements (O, Si, In, Cu, S). 

 

The EDX analysis performed on the area of the micrograph shows indeed the 

presence of a large amount of silicon and sulfur beside oxygen, elements that are found 

in DEG and MPTS molecules (Figure 2.3d). 

 

2.2.2 Optical characterization 

The optical behavior of CIS QDs can be interpreted in the light of the results 

discussed above. Here, the results obtained for the series synthesized in the presence 

of MPTS are discussed first. The considerations that we will draw for these samples are 

then used to interpret the very similar behavior displayed by CIS QDs synthesized in 

the presence of both DEG and MPTS. 
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Figure 2.4. The absorption onset of the sample C200 shifts to longer wavelengths with increasing reaction 

time (a). Multiple excitonic features are unveiled using the second derivative of the absorption spectra (b). Two 

features have a fixed energy (440 nm and 474 nm), while a third one shifts as the reaction proceeds. The 

emission profile experiences a slight hypsochromic shift after 180 min of reaction (c), a behavior that cannot be 

explained according to the quantum size effect. The reaction temperature acts in a similar way as the reaction 

time: the higher the reaction temperature, the more red-shifted the absorption features (d and e). Analogously, 

the position of the emission profile follows the trend of the reaction temperature (f). 

 

The absorption spectra of the QDs produced using only MPTS show multiple weak 

features (Figures 2.4a and 2.4d), with a band gap onset far below the tabulated value of 

815 nm for the bulk material4. This evidence indicates the existence of a strong 

confinement regime, as expected from the small size of the QDs. The emission profiles 

are asymmetrical and rather broad, with a full width at half maximum (FWHM) of 

approximately 120-130 nm (Figures 2.4c and 2.4f). The PL peaks are centered between 

650 and 680 nm and the Stokes shift is large (more than 100 nm). Altogether, these 

features usually characterize this type of QD5-7. The effect of the reaction time and 

temperature on the QD absorption properties is analogous: the absorption edge shifts 

towards longer wavelengths with longer reaction times due to the growth of the QDs, 

i.e. the band gap narrows. Similarly, the higher the reaction temperature, the faster the 

reaction kinetics, indicating a faster QD growth and consequently a more red-shifted 
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absorption onset. Although the absorption spectrum of CIS QDs is known to be almost 

featureless with poorly resolved excitonic peaks8, the use of the second derivative of 

the curves discloses the presence of three excitonic features (Figures 2.4b and 2.4e)9. 

The position of the two high-energy features remains unchanged in all the samples 

(around 440 nm and 474 nm respectively), while the third feature shifts to longer 

wavelengths with increasing reaction time, moving from 507 to 547 nm. The same 

trend was observed when varying the reaction temperature. This behavior resembles 

the one related to the formation of magic-sized clusters, which consists of the presence 

of clusters that are stable only when they are composed of a specific number of ions, i.e. 

they have a very specific size10. According to this interpretation, we ascribed the 

excitonic features to three populations of QDs simultaneously present in the sample: 

the features at shorter wavelengths stem from two QD populations having constant 

size, while the less energetic feature gradually red-shifts and stems from the presence 

of larger QDs. We estimated the size of these different QD populations using the 

effective mass approximation11 according to the absorption properties of the samples. 

The band gap values were derived at the absorption onset for the population of larger 

QDs, while for the two other populations, the band gap was obtained extrapolating the 

linear part of the absorption spectrum on the low energy side of the excitonic features 

(centered respectively at 440 and 474 nm). From these values, we obtained a mean 

size of 1.6, 1.9, and 2.3 nm, respectively, for the three QD populations. These values 

differ at most by 0.7 nm and they all fall in the size distribution range obtained from 

TEM observations. Thus, unfortunately, it was not possible to obtain direct evidence of 

the existence of discrete QD populations from TEM micrographs. This is also due to the 

presence of an inevitable large quantity of molecules on the QD surface. To avoid 

misinterpretations of the optical features, we recorded the absorption spectra of the 

solvents and precursors before and after they were heated. In these spectra, no 

absorption features similar to the ones in the QD spectra were observed, thus 

corroborating our hypothesis (Figure 2.5a and 2.5b). Moreover, the QD absorption 

properties were tested before and after the purification step without detecting any 

appreciable change in the absorption spectrum, thus once more guaranteeing the 

absence of unreacted precursors or side-product molecules contributing at fixed 

wavelengths to the optical absorption of the samples (Figure 2.5c). Lifetime (LT) 

measurements show a PL decay rate in the hundreds of nanoseconds range (Figure 

2.6). 
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Figure 2.5 To exclude the interference of the molecules on the observed optical properties of the QDs, the 

absorption spectra of different solutions containing the molecules and the chemical species involved in the 

reaction were recorded. In the FT-IR spectra in a), it is observed that untreated MPTS and DEG have no 

absorption in the UV-Visible region. Moreover, when MPTS is heated in air and a DEG-MPTS mixture under N2, no 

absorption features are observed. However, the oxidation of a DEG-MPTS mixture at high temperature 

determines the appearance of an increased absorption at short wavelengths. A MPTS solution of metal (copper 

and indium) thiolates shows similar optical properties. These spectra are compared with the one of the sample 

CDEG210. The second derivative of these absorption spectra is plotted to appreciate better the difference between 

the different mixtures (see inset in b). Differently from QDs, the oxidized DEG-MPTS mixture and the metal 

thiolate solution do not display any local minima. Eventually, it was observed that the washing procedure does 

not influence the absorption properties of the sample (c). 

 

The higher the reaction temperature, the longer the observed PL decay time (Figure 

2.6a). Usually, LT and PLQY are directly correlated (see Table 2.2)12. Here, we observed 

that when we grew the QDs for a longer time, they possessed higher emission 

efficiency. This correlation comes from the fact that poorly crystallized and smaller 

QDs contain higher defect density and larger surface-to-volume ratio, resulting in a 

large number of trap states for the charge carriers. This characteristic leads to a higher 

probability of non-radiative decay events, which decrease the mean luminescence LT 

and quench the PL emission. Furthermore, to properly fit the decay curves, a triple 

exponential function was necessary. The fact that the exponential decay does not 

display a single or clear a multiple exponential behavior is an additional evidence of 

the presence of QDs with slightly different sizes. Nonetheless, it must be mentioned 

that a surface trap-related emission mechanism might contribute heavily for the faster 

component13. When the PL decay is monitored throughout the emission profile, the 

longer the monitored wavelength the slower the decay rate displayed (Figure 2.6b).  
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Figure 2.6. Lifetime measurements performed on the samples reacted at different temperatures (monitoring 

the emission at the PL peak maximum) show a decay time of hundreds of nanoseconds, the decay time being 

longer at higher reaction temperatures (a). The PL decay of the sample C200 is monitored throughout the 

emission profile (b): the decay time increases moving to longer wavelengths. 

 

This last observation provides us with more evidence to interpret the optical 

properties of the QDs as summarized in Figure 2.7, as will become clear in the 

following text. Here it is useful to recall that, according to recent magneto-optical 

studies on CIS QDs and Cu+-doped binary chalcogenide QDs14, 15, the emission in the 

ternary nano-emitters arises from the creation of a photo-induced exciton. After the 

creation of this electron-hole couple, the delocalized hole is trapped in a Cu+ level to 

give a Cu2+-like acceptor state just above the VB. 

 

Table 2.2. Results of the decay curves fits obtained using a triple exponential function. The decays were 

monitored at the maximum of the emission profile for the batches synthesized at different temperatures, while 

the scan of the monitored wavelength was performed on the sample C200. The PLQY was calculated comparing 

the QD emission with that of the standard Ru(bpy)3Cl2 (emission peak: 613 nm, PLQY = 0.042 ± 0.002). 

 

 

Sample Name A1 (%) ߬ଵ (ns) A2 (%) ߬ଶ (ns) A3 (%) ߬ଷ (ns) ҧ߬ (ns) PLQY (%) 

C180 16.3 3.5 35.9 24.6 47.8 154 83.0 0.34 

C190 6.5 4.0 24.8 27.3 68.8 170 123.9 1.52 

C200 3.4 4.1 18.2 29.2 78.4 175 142.7 6.68 

Monitored Wavelength A1 (%) ߬ଵ (ns) A2 (%) ߬ଶ (ns) A3 (%) ߬ଷ (ns)  ҧ߬ (ns)  

600 nm 7.9 3.7 28.5 25.5 63.6 140 96.6  

660 nm 3.4 4.1 18.2 29.2 78.4 175 142.7  

740 nm 2.8 6.9 14.9 41.5 82.3 251 213.0  
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Figure 2.7. According to recent magneto-optical studies, the emission mechanism in CIS QDs follows a three-

steps pathway (a): first an exciton is created by photostimulation; second, a self-trapped exciton is formed due to 

the trapping of the hole in a Cu+ level to give a Cu2+-like level; third, a delocalized electron recombines with the 

trapped hole. This last event is accompanied by the emission of a photon. Given this mechanism, the emission is 

size-dependent substantially in the same way as observed for usual binary QDs (b). In our system, the initial 

bathochromic shift of the emission is followed by a hypsochromic shift (c). If this behavior is compared with the 

absorption properties of the aliquots sampled at different reaction times (d), we can easily explain the unusual 

optical properties of our QDs as a consequence of the existence of three different populations. This evidence 

supports a growth mechanism governed by the formation of QDs having discrete sizes. 

 

This trapped hole recombines with a delocalized electron that occupies a low-

energy CB state. This process is accompanied by the emission of a photon (Figure 2.7a). 

In this scheme, the size of the QD determines the energy (i.e. the wavelength) of the 

emitted photon, since the electron-hole recombination involves CB levels (Figure 2.7b) 

that are affected by the quantum effect. In our samples, we observed an initial 

bathochromic shift of the QD emission profile followed by a hypsochromic shift (i.e. 

toward higher energies) after 180 min of reaction (Figure 2.7c). The FWHM of the 

emission profile follows an analogous trend: it reaches a minimum after 180 min of 

reaction and it broadens further extending the reaction time. Both these observations 

can be explained in light of the absorption measurements. According to the 

interpretation given above, each feature in the second derivative plot of the absorption 

spectra corresponds to a QD population having a slightly different size (Figure 2.7d). In 

particular, the ultra-small size expected for the smaller QDs (displaying the absorption 

at 440 nm), thus the large surface-to-volume ratio, implies very low PLQY. For this 



66 

 

reason, the emission is dominated by the contribution of the bigger QDs. As the 

reaction proceeds, the population whose absorption is centered at 474 nm becomes 

gradually considerable, at the expense of the smaller QDs as can be deduced by the 

disappearance of the feature at 440 nm. A partial re-dissolution of the bigger QDs 

providing more building blocks in the reaction environment also cannot be excluded. The ǲmedium-sizedǳ QDs are large enough to have an appreciable PL contributionǡ 
which, according to the described emission mechanism, is centered at shorter 

wavelengths if compared to the one of the large QD population. The increased number of these ǲmedium-sizedǳ QDs in the reaction environment explains both the 
hypsochromic shift and the FWHM increase after 180 min of reaction and is consistent 

with the observations derived from the absorption spectra. To further corroborate our 

hypothesis, the increase of the mean luminescence lifetime moving from shorter to 

longer wavelengths indicates that the faster contributions are predominant on the 

high-energy side. This behavior stems from the fact that smaller QDs contribute mainly 

for the emission at shorter wavelengths. The observations made can be in toto 

extended to the batches of CIS QDs synthesized in the presence of DEG and MPTS at the 

same time. However, the optical performance of these batches are worse due to a 

lower crystallinity and an expected smaller size. The absorption spectra are 

characterized by the same multiple excitonic features observed in the discussion above 

(Figure 2.8a and 2.8d). Moreover, the position of these features the same observed for 

the other series of QDs (440 nm and 474 nm) with a third one that shifts continuously 

as the reaction time and temperature are increased (Figure 2.8b and 2.8e). The effect 

played by these two reaction parameters on the emission properties of the QDs is, 

again, the same as observed before, with a hypso-chromic shift of the PL peak of 

CDEG210 when the reaction is allowed to proceed for more than 240 min. This effect is 

even more pronounced in this sample than in the sample C200. This fact is ascribed to 

the smaller dimensions (i.e. lower PLQY) of the larger population of QDs, so that the 

emission coming from the ǲmedium-sizeǳ QDs ȋcorresponding to the absorption 

feature centered at 474 nm) becomes more appreciable. It is worth noting that the 

emission peak is centered at shorter wavelengths when also DEG is present in the 

reaction environment. This behavior follows from the coordinating capabilities of the 

glycol that can effectively act as a controlling growth species. 
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Figure 2.8. The optical characterization of CDEG190, CDEG200, CDEG210, and CDEG220 show an optical behavior 

of these samples comparable to that of the series of CIS QDs synthesized in the absence of DEG. Multiple features 

are present in the absorption spectra (a and d). The position of these features was revealed with the aid of the 

second derivative. The two high-energy features are centered at 440 nm and 474 nm respectively, while the third 

one continuously shifts when the reaction is prolonged for an extended time (b) or the reaction temperature is 

increased (e). The emission spectra of the aliquots withdrawn during the growth of the sample CDEG210 show a 

hypsochromic shift after 240 min of reaction (c), in accordance with the observations made for the sample C200. 

Eventually, increasing the reaction temperature, the emission peaks appears to be centered at longer 

wavelengths (f).  

 

The luminescence decay measurements performed on the samples CDEG190, 

CDEG200, CDEG210, and CDEG220 show a trend identical to the one described for the 

series C180, C190, C200 (Figure 2.9). When we increase the reaction temperature, the 

LT increases as well (Table 2.3). However, here we can observe that when the reaction 

temperature is increased to 220 °C, the decay is faster. This behavior derives from the 

fact that the MPTS boiling point is 215 °C, temperature at which the molecules start 

degrading. When the reaction is conducted at 220 °C, we expect that the passivating 

properties of the thiols are compromised, so that more superficial trap states are 

present. This determines the presence of more non-radiative de-excitation pathways.  
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Figure 2.9. The characteristic PL LT of these QDs is of hundreds of nanoseconds. The decays in a) 

were recorded at the maximum of the emission peak. The scan in b) was performed monitoring different 

emission wavelengths for the sample CDEG210. 

 

This interpretation is supported by the observation that these QDs are not as 

colloidally stable as the other batches synthesized at lower temperatures, which 

remain stable in suspension for months after the synthesis. The slower decay observed 

monitoring the emission at longer wavelengths can be interpreted in the same way as 

described for the samples C180, C190, and C200, as arising from the presence of QDs 

with slightly different sizes in the same sample. In this sample even more the 

contribution arising from trap states on the surface and defects in the structures 

should heavily contribute for the fast decay component. 

This being said, we believe that the reason why we could observe this previously 

unreported behavior is the rather slow reaction kinetics of the presented system: even 

after 360 min of reaction, the QDs are rather small. The addition of DEG in the reaction 

environment further hinders the growth of the QDs, most likely due to the strong 

coordinating abilities possessed by the glycol due to oxygen electron lone pairs. 

 

2.2.3 Solvent effect 

An alluring feature of these MPTS-passivated QDs is the possibility of dispersing 

them in different solvents with very diverse polarity indexes. This characteristic is very 

appealing when considering their possible application in the framework of device 

production. After the purification, C200 QDs could be easily suspended in chloroform 

to obtain an optically clear solution. 
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Table ʹǤ͵ Results of the decay curves fits obtained using a triple exponential functionǤ The decays were monitored at the maximum of the emission profile for the batches synthesized at different temperaturesǤ The scan of the monitored wavelength was performed on the sample synthesized at ʹͳͲ ιCǤ The PLQY values was estimated comparing the emission of the QDs with that of the standard RuȋbpyȌ͵ClʹǤ The low PLQY of these samples stems from the large surface-to-volume ratio that promotes the quenching of the luminescenceǤ  

 

This solution can be used to obtain an aqueous dispersion of CTAB-stabilized QDs 

using a well-established approach16. A good colloidal stability to the QD colloids 

prepared in dimethylsulphoxide (DMSO), tetrahydrofurane (THF), and acetone could 

be imparted through the addition of mercaptoethanol to a final concentration of 50 mM 

(Figure 2.10a). These colloids display very different optical emission efficiencies; water 

and DMSO are the solvents that more markedly quench the emission of the QDs (Figure 

2.10b). Nonetheless, the emission in all of the colloids is still clearly observable at 

naked eye and a test of PL stability shows that an acetone QD colloid retains 90 % of 

the emission intensity upon continuous irradiation for 180 min with UV light (Figure 

2.11). Furthermore, as expected, we observed a solvatochromic effect in the different 

dispersions. It is known that an increase of the solvent polarity usually leads to a 

bathochromic shift of the emission of a photoluminescent species in solution17. This 

follows from more efficient solvent-related non-radiative relaxation processes. A 

parameter that is commonly used to describe the polarity of a solvent is the so-called Reichardtǯs polarity parameter ET(30), which is estimated from the outstanding 

negative solvatochromic properties of the dye 2,6-diphenyl-4-(2,4,6-

triphenylpyridinium-1-yl)phenolate (betaine 30)18. Indeed, by plotting the position of 

the QD PL emission maximum wavelength in the different solvents versus the polarity 

parameter, we could observe the existence of a linear dependence between the two 

parameters (Figure 2.10c). 

Sample Name A1 (%) ɒ1 (ns) A2 (%) ɒ2 (ns) A3 (%) ɒ3 (ns) ҧ߬ (ns) PLQY (%) 

CDEG190 16.2 3.5 37.3 27.6 46.5 169 89.4 0.14 

CDEG200 15.8 3.5 38.4 28.4 45.8 153 81.5 0.20 

CDEG210 8.5 5.3 32.7 39.8 58.9 196 128.8 0.78 

CDEG220 6.4 1.2 27.3 27.0 66.3 182 127.8 1.61 

Monitored wavelength A1 (%) ɒ1 (ns) A2 (%) ɒ2 (ns) A3 (%) ɒ3 (ns) ҧ߬ (ns)  

600 nm 12.6 3.6 39.3 28.4 48.1 141 79.4  

660 nm 8.5 5.3 32.7 39.8 58.9 196 128.8  

740 nm 7.5 9.8 31.5 80.1 61.0 490 324.9  
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Figure 2.10. C200 QDs can be easily dispersed in different solvents. In (a) different colloids of purified QDs 

under day light and under UV light (366 nm) are reported, and the corresponding emission profiles under 440 

nm excitation are shown in (b). The emission peak maximum red-shifts following the polarity of the solvent as 

shown in (cȌǡ where the wavelength of the emission peak versus the solvent Reichardtǯs empirical parameter is 
plotted. 

 

To conclude, the observation that the QDs could be dispersed in chloroform but 

require the presence of an adjuvant molecule to be dispersed in oxygen-containing 

solvents is, to some extent, surprising. The MPTS molecules should bind to the QD 

surface through the thiol functional group: if this is the case, the QDs should display a 

large number of methoxy groups on their surface. The oxygen of these etheric groups 

can interact with hydroxyl groups and this interaction was recently exploited to create 

water-dispersible QDs19. In our case, QDs are not directly dispersible in water. This is 

an indication of a more complex surface structure where the QDs have thiol and 

methoxy groups on their outer surface. Actually, XPS measurements confirmed the 

presence of a considerable amount of MPTS molecules. This complex surface structure 

probably arises from both the extended reaction time and the water-sensitive nature of 

the MPTS molecules. The peculiarity of this reaction consists in the fact that the 

presence of traces of oxygen and water might promote the formation of siloxane 

bridges. Moreover, we could disperse these QDs in water only using a cationic 

surfactant, namely CTAB. This transfer method is well suited for the transfer of 

hydrophobic QDs. Due to this observation, we infer that the QD surface displays a 

larger number of thiol groups (known to impart hydrophobicity to nanoparticles20) 

than methoxy functional groups. 
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Figure 2.11. The PL stability test performed on an acetone colloid of the crude QDs shows a good stability of 

the emission of our MPTS-passivated QDs, with an overall drop of only 10 % after 3 h of illumination at 390 nm. 

This result highlights the good passivating capabilities of the MPTS molecules. 

2.3 Conclusions 

We have reported here the synthesis of CIS QDs using a thermal decomposition 

approach involving the use of MPTS. The mercaptosilane simultaneously plays the role 

of the chelating agent and the sulfur source. The obtained QDs are dispersible in 

chloroform and in a number of other oxygen-containing solvents such as acetone, THF, 

and DMSO retaining their characteristic PL emission. Moreover, we could disperse the 

QDs in water by means of CTAB passivation, a fact that highlights the hydrophobicity of 

their surface. The QDs have a maximum PLQY of more than 6 % and a good stability of 

the emission intensity under UV illumination. These characteristics make these QDs 

highly flexible in terms of possible applications that require dispersibility in different 

media and state-of-the-art optical performances (considering core-only CIS QDs). 

These QDs display a broad emission profile, with a FWHM of more than 100 nm, a large 

Stokes shift, and a tail extending to the low energy side. The comparison of TEM 

observations and the trend of the optical properties allowed us to postulate a growth 

mechanism involving populations of QDs having discrete and fixed sizes. We based this 

interpretation on the generally accepted emission mechanism for this type of QDs (VB-

to-Cu+ level transition) and a trio of experimental evidence. First, using the second 

derivative of the absorption spectra, we observed the presence of three absorption 
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features: two are fixed at 440 nm and 474 nm and a third one red-shifts with the 

increase of the reaction time or temperature. Second, the emission profile experiences 

an unexpected hypsochromic shift and FWHM broadening upon prolonging the 

reaction time above 180 min. Third, the PL decay is slower at longer monitored 

wavelengths. Altogether, this evidence corroborates the presence of three populations 

of QDs with slightly different sizes contributing to the overall emission. 
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Chapter 3 

Effect of halogen ions on the growth and properties of CIS 

QDs 

Due to the technological relevance of CIS QDs for a number of applications, a precise 

control over their optical properties is of paramount importance. The most common 

approach for the synthesis of high quality CIS QDs is the thermal decomposition. This 

synthetic method exploits the coordinating capabilities of specific molecules to obtain 

sulfur-containing metal-organic precursors. These are dissolved in high boiling point 

organic solvents and heated to temperatures above 200 °C. This leads to their 

decomposition into species that are the building blocks for the growth of QDs. Although 

the vast literature about the effect that the reaction parameters have on the growth and 

final properties of CIS QDs, little has been said about the effect that the type of metal 

precursor has on the reaction kinetics and optical features of the final product. Here we 

present a study on the consequence of using different copper sources. Three copper 

halogenide salts were selected as Cu+ source (namely iodine, bromide, and chloride) for 

the synthesis of CIS QDs via the thermal decomposition approach. The investigation of the 

QD optical properties, monitored during their growth, combined with the information 

obtained from the structural and chemical characterization, suggests an effect played by 

the halogen ions in solution. Observing the trend of the properties displayed by the QDs, it 

was postulated that the parameter playing a major role is the polarizability of the ions 

following the behavior predicted by the so-called Hofmeister series. 
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3.1 Materials and metods 

3.1.1 Chemicals 

Copper iodide (CuI, 99.999%, Aldrich), copper bromide (CuBr, 99.999%, Aldrich), copper 

chloride (CuCl, 99.999%, Aldrich), indium acetate (In(OAc)3, 99.99%, Aldrich), 1-octadecene 

(ODE, 90%, Alpha Aesar), oleic acid (OA, 90%, Alpha Aesar), 1-dodecanethiol (DDT, 98%, 

Aldrich), chloroform (99.8%, Alpha Aesar), hexane (99%, Alpha Aesar), ethanol (100%, 

Commercial Alcohols), and methanol (99.9%, Fisher Scientific) were all used as received 

without further purification. 

 

3.1.2 Synthesis of CIS QDs 

CIS QDs have been synthesized according to a simple thermal decomposition method. The 

samples were named after the copper source used for the synthesis: CIS-Cl, CIS-Br, and CIS-I 

when CuCl, CuBr, and CuI were used respectively.  Briefly 0.2 mmol of copper halogenide, 0.2 

mmol of In(OAc)3, 10 mL of ODE, 3.9 mL (16 mmol) of DDT, and 0.708 mL (2 mmol) of OA 

were introduced in a 50 mL three-necked round bottom flask. The solution was stirred at 100 

°C under vacuum for 1 hour and backfilled with Ar. Then the temperature was raised to 120 

°C and maintained at this stage for 5 min. The temperature was further raised to 150 °C and 

maintained for 5 min. Eventually, the temperature was set to 230 °C. Upon heating, the 

solution becomes completely clear and slightly yellow. Then the color changes from deep 

yellow to orange, then red, and eventually dark brown indicating the nucleation and 

subsequent growth of the QDs. Aliquots were sampled at different time intervals after 

reaching 230 °C (5 min, 10 min, 20 min, 30 min, 45 min, 60 min, 90 min) and after 120 min the 

flask was quenched in cold water. Each aliquot (approximately 400 ɊL) was quenched in 100 ɊL of cold hexane and precipitated by the addition of 1 mL of ethanol. The QDs were 

centrifuged (20 min at 6000g) and the supernatant discarded. The QDs were further 

dispersed in 200 ɊL of hexane and washed twice with ethanol, before being re-dispersed in 

hexane for the optical characterization. 

For XPS, XRPD, and TEM analyses the QDs were further washed thoroughly using a 

mixture of chloroform:methanol (1:1) to precipitate the QDs out from hexane. This process 

was repeated at least three times to ensure the removal of unreacted precursors. 
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3.1.3 Characterization techniques 

Optical Properties. Absorption spectra were acquired on a Varian Cary 5000 

Spectrophotometer. The sols were diluted in hexane to an optical density below 1 throughout 

the whole measurement range. QD PL emission spectra were recorded on a Varian Cary 

Eclipse Fluorescence Spectrophotometer equipped with a Xenon flash lamp. For the PL 

emission studies, the optical density of the samples was kept below 0.1 at the excitation 

wavelength (455 nm). To compare the emission intensity of the samples reacted for 30 min 

we adjusted the optical density of the sols to 0.1 at the excitation wavelength. 

 

Structure, morphology, and composition. The crystalline structure of the samples was 

probed by means of XRPD with a Bruker D8 Advance Diffractometer using a CuKȽ radiation. 

The diffractograms were fitted using the Rietveld refinement procedure with the software 

GSAS®1, 2 in order to obtain information about the lattice parameters. The composition of the 

samples was investigated by means of XPS, recording the spectra with a VG ESCALAB 200i XL 

using an Al KȽ monochromatic source. The spectra were analyzed using CasaXPS® software. 

For both XRPD and XPS measurements the samples were prepared depositing few drops of 

the hexane solutions of purified QDs on a glass slide and letting the solvent slowly evaporate 

in air. The morphology was analyzed by means of TEM and HREM using a JEOL JEM 3010 

microscope (1.7 Å point to point resolution at Scherzer defocus). Before TEM measurements, 

each sample was further diluted in hexane to an approximate concentration of 0.1 mg/mL and 

sonicated for 2 min. One drop of the solution was deposited on a holey carbon-coated nickel 

grid and the solvent was allowed to slowly evaporate in air. 

 

3.2 Results and discussion 

The CIS QDs prepared using different Cu+ salts show different behaviors depending on the 

nature of the chosen precursor. We selected halogenide precursor salts, namely chloride, 

bromide, and iodide, being among the most exploited copper precursors in the synthesis of 

CIS-based QDs. 

 

3.2.1 Optical properties 

The absorption spectra of the samples show a shift of the absorption edge towards longer 

wavelengths with increasing reaction time (Figure 3.1a, b, c). This behavior is in accordance 

with what is predicted by the quantum confinement effect. 
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Figure 3.1. Results of the optical characterization of the samples CIS-Cl, CIS-Br, and CIS-I. From the 

absorption spectra reported in a, b, and c we obtained the correspondent Tauc plots (see respective insets). The 

fit of the linear part of these plots allow to obtain information about the actual band gap of the QDs (h), thus 

indirectly about their size (g). Two stages of the reaction can be individuated from this elaboration: in the first 

stage, the QD size follows the same trend for all the samples; in the second stage, the QD size varies significantly 

from batch to batch, following the trend I>Br>Cl. The same trend is observed also in the QD emission (d, e, and f). 

The emission profiles have been normalized to their maximum for the sake of clarity. 

 

The absorption spectra have been analyzed according to the Tauc interpretation3 in order 

to obtain information about the dimension of the nanosized semiconductors. Since CuInS2 is a 

direct band gap material, (Ƚhɓ)2 was plotted versus the photon energy hɓ and the linear part 
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of the plot was extrapolated: the point at which the linear fit intersects the x-axis returns the 

band gap value. We observed a decrease of the band gap energy (Eg) with increasing reaction 

time (Figure 3.1h). We related the Eg to the size of the particles using the effective mass 

approximation4, according to the equation: 

ܧ  ൌ ǡ௨ܧ  ݄ଶͺܴଶ ቆ ͳ݉כ  ͳ݉כ ቇ െ ͳǤͺ݁ଶͶߝߨߝܴଶ (3.1) 

 

Where h is the Planckǯs constantǡ R is the QDs radius, m*e and m*h are the reduced electron 

and hole mass respectively, e is the electron charge, and ɂ0 and ɂr are the dielectric 

permittivity in vacuum and in the material respectively. From the absorption analysis we can 

already observe a difference in the behavior of the QDs synthesized in the presence of 

different anions. In particular it is known that, according to the Hofmeister interpretation, the 

three halogen ions possess different interacting properties with hydrophobic molecules5. The 

charge distribution of the electronic cloud is rather diffuse in heavier halogen ions, so the 

polarizability decreases according to the series I>Br>Cl, going from the more chaotropic ion to 

the more kosmothropic one6. This classification is based on the respective soft or hard 

character of the ions, considering their capability of stabilizing the biological molecules and 

their interaction with the water molecules. The water molecules can be rigidly organized 

around the ion in an ordered fashion (kosmos) or they can be less tightly bound to the ion 

surface forming a diffuse and dynamic layer (chaos). This behavior descends directly from the 

polarizability of the ion. For the very same reason, the chloride anion (the smaller halogen 

under study), having a high surface charge, interacts weakly with hydrophobic surfaces6. In 

this view, we give an interpretation of the different behavior observed in the presence of the 

different anions in the reaction environment. In particular, we can divide the growth regime 

into two stages (Figure 3.1g). In the early stage the growth kinetics are very similar in the 

presence of the different anions. A small difference is still appreciable, with CIS-I being 

composed of smaller QDs if compared to CIS-Br and CIS-Cl respectively. In the second stage, 

after 40 min of reaction, the growth rate in the presence of iodide anions becomes 

significantly faster than the one observed in the presence of the less polarizable halogen 

anions, i.e. bromide and chloride. Indeed, in the presence of iodide anions the QD absorption 

can be extended above 800 nm. Instead, when copper salts with smaller counterions are used, 

the growth appears to be hindered preventing the QD absorption onset to effectively be 

shifted towards the NIR region. 
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The same trend is confirmed by the photoluminescence analyses (Figure 3.1d, e, f). The 

emission peak shifts upon increasing the reaction time: although not being excitonic in nature, 

the emission in this kind of QDs is known to be size-related7, 8. Due to the involvement of the 

CB in the electronic transitions, as the diameter of the quantum dots increases, i.e. the band 

gap widens, the emission experiences a bathochromic (i.e. towards shorter wavelengths) shift 

accordingly. We also noted that the emission intensity is dependent upon the copper source 

used in the synthesis (Figure 3.2). Comparing the PL profiles of the samples reacted for 30 

min it is possible to observe that CIS-I displays a higher photoluminescence efficiency with 

respect to that of CIS-Br and CIS-Cl. In particular, the PLQY follows the order I>Br>Cl, 

reacching a maximum of 4.5 % in CIS-I. The reason for this behavior will be discussed in the 

following of the text at the light of the structural analyses. 

 

3.2.2 Structural and morphological characterization 

The XRPD analysis allows to assign the crystalline phase of the samples be tetragonal 

chalcopyrite (PDF #00-047-1372) (Figure 3.3). 

 

 

Figure 3.2. Comparison of the PL emission of the three samples synthesized in this study after 30 min of 

growth, when the optical properties, when the emission of the QDs reaches its maximum efficiency. In the inset 

the PLQY values of the three samples are compared (CIS-Cl Ȃ 2.6 %, CIS-Br Ȃ 3.3 %, CIS-I Ȃ 4.5 %). 
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Figure 3.3. The diffractograms of the samples reacted for 120 min all show the presence of pure phase 

chalcopyrite polymorph. The peaks experiences a weak shift towards smaller angles following the order Cl-Br-I.  

 

 Although this approach has been demonstrated to lead to the formation of tetragonal 

phase QDs7, it is to be mentioned that a zinc blende structure cannot be ruled put only in the 

basis of X-ray diffraction measurements when considering small NPs9. Actually, the difference 

among these two structures is so small that it is usually hard to discern between them in QDs, 

owing to their XRPD broad reflections. The (112) reflection between 25° and 30° is used to 

obtain qualitative information about the crystallite size in the samples using the Scherrer 

equation10.1 Upon fitting the peak using a Lorentz function (since the use of a pseudo-Voigt 

profile returns a negligible Gaussian contribution) and assuming QDs as single crystalline 

domains, we obtain a mean size of 3.3 nm, 3.6 nm, and 3.9 nm for CIS-Cl, CIS-Br, and CIS-I 

respectively. This trend is in accordance with the results found using the effective mass 

approximation. The Rietveld refinements performed on the XRPD patterns returns a cell 

volume for the different samples which follows the trend I>Br>Cl. This is consistent with the 

interpretation of the halogen ions incorporation in the QDs lattice, iodide (216 pm) being 

larger than bromide (195 pm) and chloride (181 pm). 

 

                                                           
1
 Extensive discussions in the past years have highlighted that the results coming from this approach are by no 

means an absolute indication of the size of the crystallites. This is mainly due to the heavy restrictions imposed a 

priori, i.e. a perfectly monodisperse sample composed of cubic crystallites. The values obtained from the Scherrer 
equation can only be used to compare in a relative way the size of different samples 
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Figure 3.4. The TEM micrographs of CIS-Cl (b and e), CIS-Br (c and f), and CIS-I (d and g) show QDs with a 

polygonal shape. The corresponding EDX spectra (h, i, and j) highlight the presence of Cu, In, and S. I and Br are 

also observed in the spectra, while the signal coming from Cl is too weak to be observed. 

 

Moreover, iodide is more effectively retained in the samples than bromide and chloride 

(see XPS results below and EDX measurements), thus further corroborating the interpretation 

suggested by the cell volume difference between the three samples. To support this 

interpretation we analyzed the samples by means of TEM and XPS. From TEM observations 

(Figure 3.4 a-f), the nanoparticles appear to have a good crystallinity after 120 min of 

reaction. The morphology is polygonal, with a crystalline habitus typical of a tetragonal 

structure, supporting the attribution of the phase to the chalcopyrite polymorph7, 11. It is hard 

to determine the actual size of the QDs in each sample due to the rather irregular shape, so no 

comparison between the three batches can be made given that the expected size difference is 

of the order of magnitude of 1 nm or less. The EDX analyses (Figure 3.4 g-i) return the 

expected elements in the samples, with Cu, In, and S being the most abundant ones. Beside 

them, iodine and bromine lines can be observed in the spectra of the samples CIS-I and CIS-Br, 
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while no chlorine is detectable in the sample CIS-Cl. These results are in accordance with the 

XPS observations reported below. The typical lines of Si and Ni, arise respectively from 

contaminations in the TEM column and from the grid.  

 

Figure 3.5. XPS survey and high-resolution spectra of the sample CIS-I. The signal of the halogen ion is 

visible along with those of the main components of CIS QDs. 

 

 

Table 3.1. Attribution of the XPS signals for the samples CIS-I. 

 

  

 Calibrated BE, eV Peak assignment 

C 1s 284.4 Graphitic/adventitious carbon 

O 1s 531.35 C=O 

I 3d 619.9 Metal iodide 

Cu 2p 932.0 Cu(I)-S (also Cu-I) 

In 3d 444.5 In2O3, CuInS2 or In2S3. 

S 2p 161.55 Metal sulfide 
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Figure 3.6. XPS survey and high-resolution spectra of the sample CIS-I. The signal of the halogen ion is 

visible along with those of the main components of CIS QDs. 

 

 

Table 3.2. Attribution of the XPS signals for the samples CIS-Br. 

 

 Calibrated BE, eV Peak assignment 

C 1s 284.4 Graphitic/adventitious carbon 

O 1s 531.8 C=O 

Br 3d 
68.45 

74.25* 

Metal bromide 

Cu 3p peak * 

Br 3p 182.05 Metal bromide 

Cu 2p 932.05 Cu(I)-S (also Cu-Br) 

In 3d 444.55 In2O3, CuInS2 or In2S3. 

S 2p 161.7 Metal sulfide 

 

* 
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Figure 3.7. XPS survey and high-resolution spectra of the sample CIS-Cl. The signal of the halogen ion is very 

weak but still visible along with those of the main components of CIS QDs. 

 

 

Table 3.3. Attribution of the XPS signals for the samples CIS-Cl. 

 

 Calibrated BE, eV Peak assignment 

C 1s 284.4 Graphitic/adventitious carbon 

O 1s 531.8 C=O 

Cl 2p 198.4 Metal chloride 

Cu 2p 932.0 Cu(I)-S (also Cu-Cl) 

In 3d 444.55 In2O3, CuInS2 or In2S3 

S 2p 161.6 Metal sulfide 
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The XPS measurements give more insights about the QD composition. In all the spectra the 

characteristic peaks of each halogen ion are present along with the expected signals of Cu, In, 

and S (Figure 3.5, 3.6, 3.7 and Table 3.1, 3.2, 3.3). Copper and indium signals arise from single 

populations of Cu+ and In3+ ions respectively. In Cu 2p region no satellite peaks are present 

(which usually appear around 942 eV), indicating the absence of Cu2+. Since no metal oxide 

peak is observed in O 1s, the presence of Cu2O and In2O3 is excluded. It is not possible to 

distinguish between metal sulfide and metal halogenide (if any) signal, due to the small 

energy difference expected for these two species. However, the signal of iodide, bromide, and 

chloride is found in correspondence of the typical binding energy of the respective metal 

halogenides. For each sample the composition normalized to the In3+ content was evaluated 

together with the halogen ion atomic percentage (Table 3.4). It is to be reminded that these 

samples were thoroughly washed with mixtures of ethanol:hexanes and extracted with 

methanol:chloroform at least three more times, so that we can exclude the presence of 

unreacted salts in the purified samples. The atomic percentage of halogen ions in the QDs 

follows the order I>Br>Cl. This trend is in accordance with the EDX analyses performed 

during the TEM observations. This difference in halogen ion content makes it even more 

unlikely that the recorded signals arise from unreacted precursors. Actually all the Cu+ salts 

are equally sparingly soluble in the used solvents. Due to this fact, if the chloride ions in excess 

are removed efficiently, also bromide and iodide salts are expected to be washed away during 

the purification steps. Further evidence supporting the interpretation of the halogen ion 

incorporation is the presence of a lesser amount of sulfur in the CIS-I and CIS-Br samples. 

Actually, the presence of halogen ions in the lattice is expected to the presence of sulfur 

vacancies in order to maintain the charge neutrality of the structure. 

 

Table 3.4. Summary of the results obtained from the Rietveld refinements of the diffractograms and the 

analyses of the XPS spectra of the three samples reacted for 120 min. The samples have been thoroughly washed 

before analyses in order to avoid the presence of unreacted salts. The percentage of halogen ions (X) is given 

with respect to the total amount of Cu, In, and S. The cell volume, as obtained from the Rietveld refinements, 

increases accordingly to the increase of the halogen content which has been estimated from the XPS spectra. 

Sample a, Å c, Å Volume, Å3 Cu : In : S X %atomic 

CIS-I 5.6(2) 11.0(0) 347.(4) 1.20 : 1.00 : 1.68 6.4 

CIS-Br 5.5(1) 11.2(7) 342.(2) 1.17 : 1.00 : 1.77 5.7 

CIS-Cl 5.4(9) 11.2(5) 339.(1) 1.32 : 1.00 : 2.31 1.1 
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3.2.3 Interpretation of the anion effect 

At the light of the results reported above, we postulate a mechanism through which the 

anions could affect the QD features. In order to avoid natural fluctuations occurring in the 

properties of the synthesized samples to affect the conclusions drawn in this study, we 

synthesized the series from different Cu+ salts twice, obtaining in both cases the trend 

described in the sections above. 

We observed that the trend of anions incorporation efficiency (I>Br>Cl) follows that of the 

anions polarizability, suggesting an interpretation based on the different interaction of the 

three halogen ions with the hydrophobic molecules in solution. Actually, the thermal 

decomposition method utilized in this work relies on the creation of metal-thiolate precursors 

(Cu-DDT and In-DDT) which are decomposed at high temperature. The halogen ions interact 

to different extents with the hydrophobic alkyl chains of the thiolates, depending on their 

polarizability. Since iodine is the larger ion (i.e. more polarizable), it interacts more strongly 

with these chains, thus having more chances to be incorporated in the crystalline lattice 

during the formation of the QDs. Moreover, this stronger interaction among DDT and iodine 

ions is expected to play a role in controlling the QD growth: due to electrostatic interaction, 

the anions can slow down the nucleation and growth stages. This should lead to less defective 

QDs that have lesser defect levels responsible for the quenching of the PL emission. 

With this being said, it is not possible to completely exclude that part of the anions could 

be attached on the surface of the QDs even after the extensive washing steps to which the 

samples have been subjected. Moreover, the actual presence of anions in the lattice might 

have a direct effect too on the optical properties of the QDs. These anions could perturb the 

chemical surrounding of the metal ions in such a way that the PL emission is enhanced. 

It is clear that the identification of the process through which the anions influence the 

synthesis and the properties of the nanoparticles remains challenging. This is mainly due to 

the lack of literature about the subject: not even the actual effect of the anions interacting with 

molecules in aqueous solutions, a subject far more studied than the organic case, has received 

a conclusive explanation (the review from Salis and Ninham12 gives a deep insight about the 

subject). Nonetheless, it is undoubted that the use of different precursors leads to QDs with 

different properties, and that the trend follows that of the polarizability (Hofmeister series) of 

the copper counterions. 
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3.2.4 Ongoing analyses 

In order to confirm the incorporation of the halogen ions in the QD lattice, Extended X-ray 

Absorption Fine Structure (EXAFS) studies have been performed and are currently planned at 

the National Synchrotron Radiation Research Center in Taiwan. First measurements 

performed on the samples grown for 2 h show trends that might be a decisive evidence of the 

presence of Cl, Be, and I in the crystal structure (Figure 3.8). In particular, copper K-edge 

experience a gradual shift towards lower energy following the order CIS-Cl, CIS-Br, CIS-I 

(Figure 3.8a). Moreover, copper coordination number seems to slightly decrease in the order 

just mentioned (Figure 3.8b, feature marked with an asterisk). Eventually, sulfur EXAFS K-

edge signal shows two features whose trend is the opposite along the series, suggesting the 

change of sulfur valence (Figure 3.8c). Also sulfur coordination number changes (feature 

marked with an asterisk in Figure 3.8d). Altogether this information might provide a further 

insight about the arrangement of the ions in the crystalline lattice. However, measurements 

performed in correspondence of the absorption edge of the halogen ions are needed to 

confirm speculations about different arrangements in the lattice of the QDs depending on the 

copper counterion that has been used for the synthesis.  

 

 

Figure 3.8. Copper (a and b) and sulfur (c and d) EXAFS measurements performed in correspondence of 

these element K-edge. Although some changes in the position and intensity of the features can be observed in 

both cases, a definitive interpretation will be possible only after the analysis of the spectra of the halogen ions. 
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3.3 Conclusions 

CIS QDs have been synthesized according to a well-established thermal decomposition 

approach in organic solvents. Three batches of QDs have been produced starting from 

different halogenide Cu+ sources namely iodide, bromide, and chloride. Experimental 

evidences show that the presence of halogen anions in the growth solution affects the QD 

properties. The effect on the QDs structural and optical features follows the same trend as of 

the halogen ion polarizability (I>Br>Cl). In particular, it was observed that CuI is the best 

copper precursor, among the halogenide salts, in terms of QD quality and optical properties 

tunability: the higher the anion polarizability, the more the QD size can be controlled and their 

PL emission is efficient. The comparison of the optical results with the results of XRPD, EDX, 

and XPS measurements allows postulating a major role played by the interaction of the 

halogen anions with the metal-thiolates alkyl chains. According to the Hofmeister 

interpretation, the larger the anion (i.e. the more it is polarizable) the stronger the interaction 

with hydrophobic moieties. Indeed we found that the possibility of controlling the QD features 

and the incorporation of the anions in the CuInS2 tetragonal lattice follow the I>Br>Cl trend, 

matching that of the anions polarizability. EXAFS studies are currently being performed in 

order to corroborate the interpretation of anion inclusion in the lattice of QDs. The 

observation that the anions in the growth solution play an important role in determining the 

final properties of QDs constitutes a fundamental disclosure for the synthesis of high quality 

CIS QDs. Indeed, a better rationalization of the effect of synthetic parameters in the 

preparation of copper-based chalcogenide QDs would pave the way for a more accurate 

choice of the starting materials, with the possibility of finely tuning the properties of the final 

product, 
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Chapter 4 

Study of the energy transfer between upconverting 

nanoparticles and CIS QDs 

Förster resonance energy transfer (FRET)1 is a physical phenomenon that has a great 

importance from an applicative point of view. It involves the non-radiative transfer of absorbed 

energy from a donor to an acceptor moiety in close proximity, with the consequent quenching of 

the donor emission. Many bio-assays have been developed that imply the use of FRET optical 

probes, due to the relative simplicity of the detection process. Most of these systems rely on the 

use of organic dyes as acceptors and, while QDs have been extensively used as donors, only 

recently their use as FRET acceptors has been proposed. Here we investigate the ET mechanism 

that takes place between upconverting nanoparticles (UCNPs) and QDs upon irradiation with 

NIR light (980 nm). LiYF4:Yb,Tm and CIS QDs were respectively chosen as donors and acceptors 

because of the good spectral overlap that this combination provides. The nature of the ET was 

observed to be radiative in the case of sols where the UCNPs and QDs were dispersed together, 

meaning that the random motion of the particles in the medium is not sufficient to bring them in 

close proximity. Instead, when donors and acceptors were deposited and let dry on a glass slide, 

evidences of FRET were clearly observed. In particular, a strong QD PL signal was detected along 

with a decrease of the upconversion luminescence (UCL) LT upon NIR excitation of the donors. 

Although further tests are currently being conducted on the proposed systems, these preliminary 

results are valuable information that can be used to improve the design of robust all-inorganic 

optical probes for FRET-based assays. 
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4.1 Materials and metods 

4.1.1 Chemicals 

Copper iodide (CuI, 99.999%, Aldrich), indium acetate (In(OAc)3, 99.99%, Alfa Aeasar), 1-

octadecene (ODE, 90%, Alfa Aesar), oleic acid (OA, 90%, Alfa Aesar), 1-dodecanethiol (DDT, 

98%, Aldrich), yttrium oxide (Y2O3, 99.999%, Alfa Aesar), ytterbium oxide (Yb2O3 ,99.999%, 

Alfa Aesar), thulium oxide (Tm2O3 ,99.999%, Alfa Aesar), lithium trifluoroacetate (98%, Alfa 

Aesar), trifluoroacetic acid (TFA, 95%, Alfa Aesar), hexane (99%, Alfa Aesar), toluene 

(Aldrich), ethanol (100%, Commercial Alcohols), and methanol (99.9%, Fisher Scientific) 

were all used as received without further purification. 

 

4.1.2 Synthesis of nanoparticles 

CIS QDs. CIS QDs have been synthesized according to a simple thermal decomposition 

method. Briefly, 9.5 mg of CuI (0.05 mmol), 58.4 mg of In(OAc)3 (0.2 mmol), 10 mL of ODE, 3.9 

mL (16 mmol) of DDT, and 0.708 mL (2 mmol) of OA were introduced in a 50 mL three-

necked round bottom flask. The solution was stirred at 100 °C under vacuum for 45 min and 

backfilled with Ar. Then, the temperature was raised to 120 °C and maintained at this stage 

for 5 min. The temperature was further raised to 150 °C and maintained for 5 min more. 

Eventually, the temperature was set to 230 °C. Upon heating, the solution became completely 

clear and slightly yellow. Then the color changed from deep yellow to orange, then red, and 

eventually dark red indicating the nucleation and subsequent growth of the QDs. After 45 min 

the flask was quenched in cold water. The QDs were transferred to a centrifuge tube and 

precipitated by the addition of acetone. They were centrifuged (20 min at 6000g) and the 

supernatant was discarded. The QDs were dispersed in toluene and washed twice with 

acetone, before being re-dispersed in toluene for further characterization. The final 

concentration of the stock sol was 11.0 mg/mL approximately corresponding to a 

concentration range between 0.11-0.26 mM. 

 

LiYF4:Yb(25%),Tm(0.5%) (LYFYT). The UCNPs were synthesized according to a well-

established thermal decomposition method starting from trifluoroacetates of the 

corresponding RE ions2. The trifluoroacetates were prepared by mixing 219.3 mg of Y2O3 

(0.931 mmol), 123.2 mg of Yb2O3 (0.3125 mmol), and 2.4 mg of Tm2O3 (0.00625mmol) with 5 

mL of TFA and 5 mL of water in a 100 mL three-necked round bottom flask. After complete 

dissolution of the oxides under stirring at 80 °C, water was evaporated overnight at 60 °C. 

Then, to the dried RE trifluoroacetates 310 mg of lithium trifluoroacetate (2.5 mmol) were 
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added along with 20 mL of OA and 20 mL of ODE. The mixture was degassed at 110 °C for 30 

min and backfilled with Ar. The temperature was then raised to 330 °C and the reaction was 

allowed to proceed for 1 h. After this time, the heating was stopped and the flask was allowed 

to naturally cool down to 60 °C. The reaction product was split in two centrifuge tubes and the 

UCNPs were precipitated by the addition of ethanol. They were centrifuged (20 min at 6000g) 

and the supernatant was discarded. The UCNPs were then dispersed in hexane and washed 

three times with ethanol before being re-dispersed in toluene for further characterization. 

The final concentration of the stock sol was 52.0 mg/mL corresponding to a molar 

concentration of approximately 0.027 ɊM. 

LiYF4:Yb(25%)/LiYF4:Yb(25%),Tm(0.5%) (LYFY/LYFYT). For the synthesis of 

core/shell UCNPs RE trifluoroacetates were synthesized following the same procedure 

described above and mixing respectively: 

 LYFY (core) - 220.8 mg of Y2O3 (0.9375 mmol) and 123.2 mg of Yb2O3 (0.3125 

mmol) with 5 mL of TFA and 5 mL of water in a 100 mL three-necked round bottom 

flask. 

 LYFYT (shell) - 219.3 mg of Y2O3 (0.931 mmol), 123.2 mg of Yb2O3 (0.3125 mmol), 

and 2.4 mg of Tm2O3 (0.00625mmol) with 5 mL of TFA and 5 mL of water in a 50 

mL three-necked round bottom flask. 

The precursors were allowed to dissolve and dry overnight. Core UCNPs were synthesized 

following the approach described for core-only LYFYT UCNPs. After 30 min of reaction, to the 

dried shell precursors 310 mg of lithium trifluoroacetate, 7.5 mL of OA, and 7.5 mL of ODE 

were added and the mixture was heated stepwise to 125 °C in 30 min under vacuum. After 1 h 

of core growth, 5 mL of the reaction mixture were taken and the shell solution was injected at 

a flow rate of 1.5 mL min-1. Once the injection was completed, the reaction was allowed to 

proceed for 1 h more. The heating was then stopped and the UCNPs were purified following 

the procedure described in the previous paragraph. Eventually, the UCNPs were dispersed in 

toluene for further characterization. The final concentration of the stock sol was 57.6 mg/mL 

corresponding to an estimated molar concentration of 0.012 ɊM. 

 

4.1.3 Characterization techniques 

Optical Properties. Absorption spectra were acquired on a Varian Cary 5000 

spectrophotometer, diluting the QD sol in toluene to an optical density below 1 throughout 
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the whole measurement range. QD PL and UCL spectra were collected at room temperature 

using a lens at 90 ° angle from the excitation beam and recorded with an Avaspec-ULS2048L 

spectrometer (Avantes, Netherlands). UCL and QD emission were obtained under laser diode 

excitation at 980 nm (BTW, China) and LED excitation at 450 nm (Thorlabs, USA), 

respectively. In order to remove any stray light from the excitation sources a short pass 785 

nm filter and long pass 500 nm filter (Semrock, Inc., USA) were used in the two cases. The 

optical density of QD sol was kept below 0.1 at the excitation wavelength. The UCL spectra 

were recorded using sols of UCNPs at a concentration of 0.1 mg/mL. The PLQY of QDs was 

calculated using an aqueous solution of Ru(bpy)3Cl2 as a standard (emission peak: 613 

nm, PLQY = 0.042 ± 0.002). For the optical measurements of dried samples, a home-made 

confocal fluorescence microscope was employed. A single-mode fiber coupled laser diode 

(980 nm) was used as the excitation source and focused on the sample by using a microscope 

objective. Power densities on target varied between 1.4·104 W/cm2 and 7.7·104 W/cm2. The 

sample emission was collected with the same microscope objective. Emission and excitation 

light were discriminated by means of a dichroic mirror and a short-pass filter (FES0900, 

Thorlabs). The luminescence of the sample was collimated into the entrance of a high-

resolution spectrometer and the signal was detected by a CCD detector (Synapse, Horiba). For 

lifetime (LT) measurements, the sample was excited by an optical parametric oscillator source 

(Spectra Physics) at 960 nm (corresponding to the maximum absorption of Yb3+ ions in 

LiYF4). The UCL signal at 450 nm was spectrally filtered (FESH0750, Thorlabs) and collimated 

into the entrance of a high-resolution spectrometer. The emission was amplified by a 

photomultiplier tube (R2949, Hamamatsu) and the UCL decay curves were recorded by 

means of a digital oscilloscope (LT372, LeCroy). 

 

Structure, morphology, and composition. The crystalline structure of the samples was 

probed by means of XRPD with a Bruker D8 Advance Diffractometer using a CuKȽ radiation. 

The samples were prepared depositing few drops of the toluene solution of purified QDs or 

UCNPs on a glass slide and letting the solvent slowly evaporate in air. The morphology of the 

two structures was analyzed by means of TEM and HREM using a JEOL JEM 3010 microscope 

(1.7 Å point to point resolution at Scherzer defocus). Before the imaging, each sample was 

further diluted in hexane to an approximate concentration of 0.1 mg/mL and sonicated for 2 

min. One drop of the solution was deposited on a carbon-coated nickel grid and the solvent 

was allowed to slowly evaporate in air. 
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4.2 Results and discussion 

4.2.1. Material characterization 

The QDs and UCNPs were characterized independently to obtain the information for the 

analysis of the energy transfer (ET) mechanism between them. The QDs have been 

synthesized intentionally introducing in the reaction environment a sub-stoichiometric 

amount of Cu+. Actually, although it is not yet clear how the presence of Cu vacancies plays a 

role in the emission mechanism, the production of Cu-deficient QDs leads to an increased 

PLQY, as already discussed in Section 1.2. In this case, QDs display a PLQY of 11.5 % as 

obtained from the optical characterization (Figure 4.1a), which is in line with the state of the 

art CIS QDs3. Their crystalline structure is the typical tetragonal chalcopyrite (PDF #00-047-

1372, Figure 4.1b). The morphology of the sample cannot be clearly distinguished from TEM 

observations, due to the poor contrast that this material gives rise to under the electronic 

beam (Figure 4.1c). However, crystalline fringes are clearly observed from the micrograph, 

confirming the good crystallinity of the sample. From these images the diameter of the QDs 

could only be estimated to fall between 3 and 4 nm. Both LYFYT and LYFY/LYFYT UCNPs have 

a tetragonal crystalline lattice (PDF #01-078-2179), as confirmed from the XRPD patterns 

(Figure 4.2a and 4.2d). They have a bi-pyramidal habitus, which is characteristic of LiYF4 

(Figure 4.2b and 4.2e)4 and are well crystallized as can be inferred by the presence of 

extended crystalline fringes in TEM micrographs and strong diffraction spots in their electron 

diffraction patterns (Figure 4.2c, 4.2f and insets). 

 

 

Figure 4.1. The optical absorption and emission of CIS are characterized by the typical features of CuInS2 

QDs: poorly resolved excitonic absorption features, large Stokes shift, and broad emission (a). The crystalline 

structure of these QDs was assigned to the tetragonal polymorph (b). TEM observations show small crystals with 

a characteristic size estimated to fall between 3 and 4 nm. The crystallinity of the sample is confirmed by the 

presence of lattice fringes and the diffraction spots in the Fourier transform of the image (inset). 
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Figure 4.2. LYFYT, LYFY, and LYFY/LYFYT have a tetragonal crystalline structure (PDF #01-078-2179) (a 

and d). The crystallite size was estimated using the Scherrer equation to be approximately 30 nm for the core 

UCNPs and 35 nm for the final core/shell sample. From TEM images (b and e) a characteristic bi-pyramidal 

habitus is observable for both core and core/shell architectures (inset in e shows the core LYFY). The good 

crystallinity of the samples is confirmed by the presence of extended crystal fringes and diffraction spots in the 

electron diffractions (c, f and respective insets). 

 

The core/shell structure of LYFY/LYFYT is confirmed by the comparison of the final 

sample with its core parent (Figure 4.2e and inset, respectively). Indeed, the final core/shell 

structure is bigger than the core itself and a single population of UCNPs can be observed from 

TEM images. The UCNPs were modeled as perfect square-based bi-pyramids and their 

characteristic lengths were obtained from TEM micrographs (Figure 4.3). The statistical 

analysis conducted considering 150 UCNPs per sample shows that the growth of the shell 

takes place preferentially along the A axis rather than longitudinally along L (Table 4.1). For 

the ease of the study, the shape of the sample LYFY/LYFYT has been considered to be a bi-

pyramid with sharp vertexes. Nonetheless, it has to be noted that the TEM images show more 

rounded shapes, sometimes even truncated bi-pyramids. The approximation we are making 

does not affect the conclusions that will be made in this study. 
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Figure 4.3. The size distribution was obtained for both samples modeling the UCNPs as perfect square-based 

bi-pyramids (c and f). The base edge (A Ȃ a, d) and total height (L Ȃ b, e) were measured from TEM images for 

LYFYT, LYFY, and LYFY/LYFYT. The growth of the shell leads to an increased size of both dimensions, with a 

more pronounced increase of the A edge. 

 

The UCNPs have been designed in order to maximize the overlap of their emission with the 

absorption of the QDs, so to promote the ET. For this reason, LiYF4 and Tm3+ were selected 

respectively as the host material and the dopant ion. This combination gives a strong UCL in 

the UV-blue spectral range2, which is perfectly suited for the excitation of QDs. The different 

emission of the two upconverting systems under 980 nm excitation is another indirect 

evidence of the presence of a core/shell system in the sample LYFY/LYFYT (Figure 4.4a and 

4.4b). Both UCL spectra show the characteristic emission lines of Tm3+ in LiYF4, but the 

relative intensities of the bands vary considerably. 

 

Table 4.1. A and L lengths obtained for LYFYT, LYFY, and LYFY/LYFYT from the measurements of 150 

UNCPs. 

Sample A, nm L, nm 

LYFYT 53.3 ± 5.2 78.0 ± 7.1 

LYFY 56.1 ± 3.9 84.0 ± 6.5 

LYFY/LYFYT 89.6 ± 4.1 109.4 ± 5.0 
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Figure 4.4. The UCL spectra of LYFYT and LYFY/LYFYT show the presence of the characteristic emissions 

stemming from the electronic transitions in Tm3+ ions (a and c). The relative intensity of the bands is different 

depending on the architecture of the UCNPs (b). Higher photon order transitions (5th and 4th) have a lower 

intensity in the core/shell UCNPs with respect to the 3rd photon order ones due to efficient phonon-assisted de-

excitation events taking place when the optically active ions of Tm3+ are basically located at the UCNP surface. QD 

absorption is reported in a (red dashed line) for comparison with the UCL of the two UCNPs. 

 

In particular the higher photon order emissions2 (5th: 1I6 ՜ 3F4 - 4th: 1D2 ՜ 3H6,  1D2 ՜ 3F4,  

1G4 ՜ 3F4) are effectively quenched in LYFY/LYFYT if compared with the 2nd (3H4 ՜ 3H6) and 

3rd photon order transitions (1G4 ՜ 3H6, 1G4 ՜ 3F4) (Figure 4.4c). This behavior stems from the 

different distribution of Tm3+ ions throughout the particle volume. In LYFYT these optically 

active centers are randomly distributed over the entire crystal, while in LYFY/LYFYT they 

occupy more superficial sites. This makes more likely electron trapping in surface states and it 

also promotes the interaction with solvent molecules, whose phonons promote non-radiative 
                                                           
2
 The UCL signal intensity, upconversion being a non-linear process, is dependent on the power of the excitation 

light, more precisely on the power density (P), according to a power law of the type I ן Pn. Here, n is the photon 
order of the transition and represents the minimum number of photons that should be absorbed by the material 
to observe that particular transition. 
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electron de-excitation events from higher energy levels5, 6. Nevertheless, the core/shell 

architecture is expected to lead to a major advantage: a larger fraction of Tm3+ ions would be 

located at the UCNP surface with respect to the total amount of ions in the crystal. This, as we 

will see in the continuation of the discussion, increases the possibility of observing evidence 

of FRET. 

 

4.2.2 Mathematical modelling of FRET 

FRET is a mechanism through which energy is first absorbed by a donor species (UCNPs in 

this case) and it is transferred to an energy acceptor (here QDs). The distinctive feature of this 

ET mechanism is the non-radiative nature, meaning that there is no emission of photons from 

the donor but rather the energy is transferred according to a dipole-dipole type interaction 

between the two species7. One major requirement in order for this resonant transfer to take 

place is that donor and acceptor should be in close proximity.  Donor-acceptor distance in 

FRET, the general expression to determine the Förster distance (i.e. the interparticle 

separation at which the transfer efficiency is 50%) is the following: 

 ܴ ൌ ͻ݈݊ͳͲ ܲܳܮ ܻ݇ଶܬͳʹͺߨହ݊ସ ܰ  (4.6) 

 

Where Na is the Avogadro constant (6.2·1023), k2 is the dipole orientation factor, PLQYD is 

the photoluminescence quantum yield of the donor, n is the refractive index of the medium, 

and J is the spectral overlap integral. This last value is obtained from: 

ܬ  ൌ  ݂ሺߣሻ߳ሺߣሻߣସ݀ߣ ݂ሺߣሻ݀ߣ  (4.7) 

 

Where fD is the spectral profile of the donor emission and ߋA is the molar extinction 

coefficient of the acceptor. The presented NPs have been carefully designed in order to 

maximize the value of this last parameter, using UCNPs whose emission largely overlaps with the acceptorsǯ ȋQDsȌ absorption ȋsee Figure ͶǤͶaȌǤ Given thisǡ for the comprehension of the 
following discussion, it is useful to estimate the value of R0 when using LYFYT or LYFY/LYFYT 

as donors. In these systems this distance could only be estimated considering approximate 

numerical values of some parameters. For instance, while the spectral profiles of both LYFYT 
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and LYFY/LYFYT emission and QD absorption can be experimentally obtained, the actual 

extinction coefficient of the latter can only be estimated considering an approximate value of 

QD sol concentration (Figure 4.5a and 4.5d). From these assumptions, the role of donor PLQY, 

dipole orientation factor, and refractive index was explored (Figure 4.5b, c, e, f). 

The determination of UCNP PLQY is a controversial subject8, 9; however, according to the 

literature, it is possible to consider PLQY values between 0.001% and 0.1% for UCNPs8, 10, 

while higher values are obtainable with more sophisticated core/shell structures11-14. The low 

PLQY displayed by UCNPs in general makes the Förster radius very small in systems where 

these particles act the role of donors15, 16. The other parameter greatly affecting value of R0 is 

k2, which can take values 0 ζ k2 ζ 4. A value of 0.67 is used when the re-orientation of the dipoles are fastǡ so the acceptorǯs dipole can be considered isotropically oriented with respect 
to the donor (i.e. it is freely moving). In the case of rigidly fixed moieties, a value of 0.475 is 

generally accepted. In these simulations, particular k2 values were taken into account (0.67, 1, 

2, 4) to compare the results with those obtained by Bednarkiewicz et al. on a similar system15.  

 

 

Figure 4.5. The spectral overlap between UCNP emission and QD absorption is large thanks to the presence 

of multiple UV-blue UCL bands that can effectively excite the QDs (a and d). The simulations of the R0 varying the 

dipole orientation parameter (k2 Ȃ b and e) and the PLQY of the donors (PLQY Ȃ c and f) return a Förster radius 

ranging between approximately 20 and 100 Å in both combinations. 
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However, it has to be observed that, due to the long LT of the UCL (hundreds of 

microseconds), the re-orientation of the dipoles can be considered fast enough to justify the 

use of a value of k2 = 0.67. With respect to the aforementioned work, where the authors used 

NaYF4:Yb,Er UCNPs and CdSe QDs, the better spectral overlap in our samples explains the 

larger R0 values obtained in this study. With both LYFYT and LYFY/LYFYT the values are in 

the expected range for FRET (1-10 nm). It is worth noting that due to a larger spectral overlap 

integral, LYFY/LYFYT theoretically gives a larger R0 than LYFYT (Figure 4.5), when the other 

parameters are fixed. However, the presence of a larger number of superficial Tm3+ ions is 

expected to lead to a slightly lower PLQY in core/shell UCNPs or, more precisely, to a different 

distribution of the radiative energy among the different bands. As already pointed out, this 

stems from a higher probability of quenching phenomena taking place because of the 

proximity of the optically active centers to solvent molecules and trap sites. In these 

simulations the refractive index was assumed to be equal to that of toluene (n = 1.497), the 

solvent used to carry out the measurements in sol. Nonetheless, the effective refractive index 

is modulated by the presence of ligand molecules on the surface of QDs (DDT, n = 1.459) and 

UCNPs (OA, n = 1.459)15. This is particularly true considering the short distance at which 

FRET takes place, which is of the same order of magnitude of the ligandsǯ chain lengthǤ The 

effect of the variation of the refractive index was investigated in the case of LYFYT considering 

a PLQY = 0.01% and k2 = 0.67 (Figure 4.6). The results show that the variation of the Förster 

radius R0 due to a refractive index change is of the order of less than 0.5 Å in the considered 

range, a value far smaller compared to the error made considering the aforementioned 

approximations. 

 

 

Figure 4.6. The refractive index of the medium separating the donor and the acceptor plays only a minor 

role in determining the Forster radius, in particular considering the relatively small difference of refractive index 

value displayed by the ligand molecules (DDT and OA) and the solvent (toluene). 
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The information obtained from these simulations will be also used below to interpret the 

results of the ET observed in dried samples. 

 

 4.2.3 Energy transfer in solution 

Effect of acceptor concentration. In the literature only few reports can be found 

regarding the energy transfer from UCNPs to QDs in solutions. In particular silica was used by 

Li et al. to couple CdSe QDs and UCNPs17 and Yan et al. synthesized OLAm-capped QDs in the 

presence of OA-capped UCNPs observing a sort of electrostatic interaction between the 

species18. Recently, Hong et al. observed that core/shell NaYF4:Yb,Er/NaYF4 can excite 

CIS/ZnS QDs when mixed together in the same sol19. However, none of these studies provided 

evidence of FRET. Eventually, Mattsson et al. in 2015 coupled Er-doped streptavidin-capped 

UCNPs and biotin-capped CdSe QDs, and studied the interaction of the two NPs in water16. The 

authors observed a slight decrease of UCL LT in the presence of QDs and the appearance of a 

weak emission feature ascribed to the acceptors, eventually using the nano-composite as a 

Vitamin H sensor. 

 

 

Figure 4.7. Upon addition of increasing volumes of QD stock sol, the emission of LYFYT is heavily quenched 

below 600 nm (c) while the dilution with toluene does not lead to appreciable changes in the UCL signal (a). The 

trend of the bandsǯ integrated emission returns an intensity increase above ͲͲ nm due to the appearance of QD 
emission in that wavelength range (b and d). 
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Figure 4.8. Similarly to what observed for LYFYT, upon titration with QD stock sol, the emission of 

LYFY/LYFYT is heavily quenched below 600 nm (c) while the dilution with toluene does not lead to appreciable 

changes in the UCL signal (a). In this case, the integration of the band intensity allows to clearly appreciate the 

quenching of the UCL signal, but the intensity increase above 600 nm is not as pronounced as in the case of 

LYFYT (b and d). 

 

Following these observations, we first studied the ET mechanism in solution, with the aim 

of testing whether it is possible to observe the phenomenon of FRET from UCNPs (donors) to 

QDs (acceptors) when they are randomly distributed and free to move in a medium.  

In fact, FRET is known to take place at very short distances, typically less than 10 nm, so 

the two moieties have to be in close proximity in order for the transfer to take place. For these 

experiments, working sols of the two UCNPs were diluted in toluene to a concentration of 

approximately 0.1 nM, a concentration also used in other studies on UCNP-QD FRET16. 2 mL of 

these sols were poured in a cuvette and the UCL signal was recorded upon titration with QD 

stock sol. As a control experiment, the UCL signal was monitored adding same volumes of 

pure toluene (Figures 4.7 and 4.8). As it can be observed, the relative intensity of Tm3+ 

emission bands does not change when diluting the UCNPs with toluene, whereas there is a 

steep intensity decrease of the higher energy bands in the presence of increasing 

concentration of QDs. 
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Figure 4.9. Using a linear combination of pure QDs and UCNPs it is possible to fit the emission signal coming 

from the mixture of these moieties (a). The information obtained from this fitting procedure can be used to have 

a quantitative estimation of the QD emission increasing the amount of these acceptors in the sol (b). The 

integrated signal of the QD emission was subtracted from the overall signal of the LYFYT-CIS mixture recorded in 

the 1G4 ՜ 3F4 range. Correcting the emission for the QD contribution, the UCL signal regains an expected constant 

value regardless of the amount of QDs introduced in the sol (c). 

 

The information that can be obtained from the emission bands integration is two-fold and 

depends on the UCL band spectral position either below or above 600 nm, where CIS 

absorption and emission dominates respectively (see Figure  4.4a). First, the bands 1I6 ՜ 3F4 

(ɉmax = 348 nm), 1D2 ՜ 3H6 (ɉmax = 362 nm), 1D2 ՜ 3F4 (ɉmax = 450 nm), 1G4 ՜ 3H6 (ɉmax = 484 

nm), and 1D2 ՜ 3H5 (ɉmax = 513 nm) are progressively quenched increasing the QD content in 

the sol, the intensity of the higher energy transitions being more quenched due to the better 

overlap with QD absorption. The integrated intensity of 1G4 ՜ 3F4 (ɉmax = 648 nm) shows an 

opposite behavior: since the emission of QDs is centered in this spectral range, its 

contribution becomes steadily more appreciable upon addition of larger volumes of stock CIS 

sol. It has to be noted that the extent of UCL signal quenching is identical using both LYFYT 

and LYFY/LYFYT, instead CIS emission is far less appreciable using UCNPs with the core/shell 

architecture. This is a result of the lower PLQY expected for this sample with respect to that of 

LYFYT that determines a less efficient UCL emission in the ultraviolet (UV) region, thus a less 

effective excitation of CIS QDs. Due to this difference in the behavior of LYFYT-QD and 

LYFY/LYFYT-QD combinations, the signal in the region that goes from 600 to 750 nm was 

more thoroughly analyzed only for the former UCNP-CIS combination. The overall emission 

spectrum of the mixed UCNPs and QDs sol can be deconvolved using a linear combination of 

pure LYFYT and CIS spectra respectively (Figure 4.7a). The method relies on determining the 
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weighting coefficients for the spectra of the two species that minimize the squared residuals 

S20: 

 ܵ ൌ  ሺܫǡ௦ െ ሻଶܫ ൌ  ൣሺܫǡ௦ െ ሺܽ ܷ  ܾܳሻሿଶ൧  (4.1) 

 

Where Iobs , U, and Q are respectively the observed intensities of the mixed sol, the UCNPs 

alone, and pure QDs. The subscript i stands for the i-th wavelength, whereas a and b are the 

weighting coefficients for the UCNP and QD emission spectra respectively. The linear 

combination of these spectra gives the calculated spectrum I. The condition to be imposed in 

order to minimize S is that the first derivative of this quantity with respect to the weighting 

coefficients is equal to zero: 

 ߲߲ܵܽ ൌ ߲߲ܾܵ ൌ Ͳ 

 

(4.2) 

This condition leads to the homogeneous system: 

 ቆ σ ܷଶσ ܳ ܷ σ ܷܳσ ܳଶ ቇ ቀܾܽቁ ൌ ቆσ ܷܫǡ௦σ ܳܫǡ௦ ቇ  (4.3) 

 

And, rearranging:  

 ቀܾܽቁ ൌ ቆ σ ܷଶσ ܳ ܷ σ ܷܳσ ܳଶ ቇିଵ ቆσ ܷܫǡ௦σ ܳܫǡ௦ ቇ (4.4) 

 

Using this approach, it is possible to separate the contribution to the total emission coming 

from CIS QDs (Figure 4.7b). This data was used to correct the integrated signal observed in 

the region characteristic of the 1G4 ՜ 3F4 electronic transition (ɉmax = 648 nm). As expected, it was observed thatǡ upon subtraction of the QDsǯ contributionǡ the integrated area of this band 
remains constant when increasing CIS QD concentration (Figure 4.7c). The QD integrated 

emission was also used to interpret the nature of the ET mechanism. Actually, in the 

framework of ET phenomena, one can have an indication of the type of ET that is taking place 

between the two moieties by plotting the acceptor emission intensity versus the mean 

interparticle distance (R). 
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Figure 4.10.  The calculation of the nearest neighbor interparticle distance in the two cases of minimum and 

maximum QD concentration returns respectively a mean value of 110 and 40 nm (a). These values are large 

compared to the usual distances observed for systems that can give rise to FRET (green area in a from 1 to 10 

nm). The fit of the QD integrated intensity versus the mean interparticle distance is reasonable only considering 

a R-2 dependence rather than R-6.   

 

A R-2 dependence is characteristic of radiative phenomena, while a dependence upon R-6 is 

typical of non-radiative (FRET-like) mechanism, due to the dipole-dipole nature of the 

interaction between the moieties characterizing this latter phenomenon. In the case under 

study, the mean interparticle distance distribution (P) between donors and acceptors in the 

sol was estimated utilizing the formula: 

 ܲሺܴሻ ൌ  ͵ܽ ൬ܴܽ൰ଶ ݁ି൫ோ ൗ ൯భ యൗ
 (4.5) 

 

Where R is the mean interparticle distance of the nearest neighbors and a is the so-called 

Weigner-Seitz radius (Figure 4.10a). This parameter is a function of the particle density n, 

according to the following relation: 

 

ܽ ൌ ൬ ͵Ͷ݊ߨ൰ଵଷ
 (4.5) 

 

This parameter corresponds to the mean volume per particle in the system. In our 

particular case, the particle density corresponds to the concentration of UCNPs and QDs 

together, with the largest contribution to this value coming from CIS QDs. 
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Figure 4.11. The overall LYFYT UCL intensity of the higher order transitions is lower in the presence of CIS 

QDs (50 ɊL of the stock solution) than that of UCNPs alone (a and c). In both cases the log-log plot (intensity vs. 

power density) for the bands evidenced in the UCL spectra follow a linear trend (b and d). The fit has been 

performed considering the values obtained starting from a power density of 328 W/cm2, where the signal-to-

noise ratio is high enough to have an integrated intensity value not affected by considerable uncertainty. 

 

The distribution peak in this approximation is given by Rmax = 0.874a and the QD PL 

intensity was plotted against these values. In our case, the experimental data is conveniently 

described with a R-2 dependence rather than using R-6 (Figure 4.10b), thus suggesting a 

radiative mechanism taking place in the sol. This observation could be anticipated by 

observing the interparticle distance distribution curves. Even at the highest concentration 

tested, only a small fraction of the particles falls in the range where FRET usually takes place 

(i.e. below 10 nm). 

 

Effect of excitation power density. As previously pointed out in the text, the 

characteristic of the upconversion process is its sensitivity to the excitation power, because of 

its non-linear nature. Due to this characteristic, it was tested whether a variation of the power 

density led to differences in the optical behavior of UCNPs and the intensity of QD emission 

(Figure 4.11 and 4.12). In this view, Tm3+ emission bands were integrated and their intensity 

plotted versus the excitation power density in a log-log graph, which usually returns a linear 

trend due to the aforementioned power law governing these phenomena. In particular, the 

slope of the fitting lines should match the photon order of that particular transition. 
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Figure 4.12. The overall LYFY/LYFYT UCL intensity of the higher order transitions is lower in the presence 

of CIS QDs (50 ɊL of the stock solution) than that of UCNPs alone (a and c). In both cases the log-log plot 

(intensity vs. power density) for the bands evidenced in the UCL spectra follow a linear trend (b and d). The fit 

has been performed considering the values obtained starting from a power density of 328 W/cm2, where the 

signal-to-noise ratio is high enough to have an integrated intensity value dot affected by considerable 

uncertainty. 

 

Here, the data was linearly fitted and the results obtained from this procedure were 

compared in the presence or absence of 50 ɊL of CIS QDs (Figure 4.11 and 4.12). The absolute 

intensity of the bands absorbed by QDs is always lower when these acceptors are present in 

the sol compared to pure LYFYT or LYFY/LYFYT sols. However, the slope of the fitting curves 

does not change in the two cases, indicating that the presence of energy acceptors in solution 

does not affect the optical properties of UCNPs (Figure 4.13). It is worth noting that for LYFYT 

the slope values are lower than expected, since in the chosen experimental conditions we are 

in the saturation regime, where the slope is approximately equal to the unity. In the case of 

LYFY/LYFYT the values are higher than in LYFYT but still lower than the theoretical values. 

However, their trend somehow follows the one of the transitionsǯ order ȋsee Figure ͶǤͶȌǤ To 
have a more precise description of the effect of the excitation power density, the linear 

combination presented in Equation 4.4 was used to obtain the relative intensities of QD and 

LYFYT emission by taking the ratio between the weighting coefficients b/a (Figure 4.14a). The increase of this ratio is a consequence of the different dependence of the bandsǯ intensity on 
the excitation light power (Figure 4.9b). 
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Figure 4.13. The slopes of the curves used to fit the data in Figure 4.11 and 4.12 does not match the photon 

order of the transitions. This is particularly true for LYFYT, where a saturation regime is already reached 

throughout the entire measurement range (a). LYFY/LYFYT shows instead a trend somehow following the one of 

the transition photon order (b). The presence of QDs does not influence the dependence upon the power of Tm3+ 

transitions. 

 

The 1I6 ՜ 3F4 band (ɉmax = 348 nm) has the strongest dependence on the excitation power andǡ since it is the band that better overlaps with QDsǯ absorptionǡ it has the greatest influence 
on their emission. Actually, the intensity ratio among this transition and the lower order 1I6 ՜ 

3F4 and 1I6 ՜ 3F4 has a trend which is analogous to that displayed by the b/a ratio (Figure 

4.14b). This observation makes reasonable the use of high energy densities to investigate the 

transfer mechanisms: even if one is working in the UCNP saturation regime, the stronger UV-

blue emission from LYFYT and LYFY/LYFYT increases the likeliness of FRET to be observed.  

 

4.2.4 Energy transfer on dried samples 

Due to the short interaction range that is required to observe FRET, the behavior of 

samples in their dried form was investigated. A first study of ET between UCNPs and QDs in 

powder form was conducted by Nguyen et al., who coupled commercially available 

upconverters and QDs of different sizes21. Later, Hong et al. designed a photodetector based 

on UCNPs and CIS/ZnS QDs19. Nonethelss, only Bednarkiewicz et al. studied the ET 

mechanism taking place between the two species, observing FRET evidence15. In their study 

they used NaYF4:Yb,Er as donors and CdSe QDs as acceptors. The present study differs in the 

improved design of the two moieties, which should provide greater FRET efficiency thanks to 

three major differences that have been already mentioned in the discussion. First, the UV-blue 

emission of LiYF4:Yb,Tm is more suitable for the excitation of QDs than Er3+ green emission 

because of the larger spectral overlap with the QD absorption spectrum. 
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Figure 4.14. The emission intensity of the QDs indirectly excited through LYFYT UCNPs increases with the 

power density (a). This behavior is a consequence of the same trend displayed by the higher photon order 

emission bands of LYFYT with respect to the lower order ones. For instance, this is the case of the 5th order 1I6 ՜ 

3F4 with respect to the 4th order 1D2 ՜ 3H6 and 1D2 ՜ 3F4 transitions (b). 

 

Second, it has to be reminded that strictly speaking the donors are the emitting ions in the 

UCNPs and not the UCNPs themselves. In this regard, the core/shell architecture of 

LYFY/LYFYT UCNPs is expected to increase the number of emitting centers on the surface of 

the UCNPs with respect to those in the core of the structure. Actually, the emission of the ions 

located at the crystal surface would experience a LT shortening, unlike the emission of the 

ions in the core of the UCNP. Thus, an increased fraction of superficial ions ultimately leads to 

a more noticeable overall UCL LT shortening. Third, the relatively large Stokes shift that 

characterizes CIS QDs reduces self re-absorption phenomena, thus the acceptor emission is 

expected to be poorly quenched by the presence of even large amounts of acceptors 

themselves. Given this, the behavior of the same UCNPs-QDs combinations tested in sols was 

also investigated drying the samples on a solid substrate. Specifically, 10 ɊL of LYFYT and 

LYFY/LYFYT sols were cast on a glass slide and they were allowed to dry out at room 

temperature. At the same time, UCNPs and QDs in toluene were mixed and sonicated for few 

seconds before depositing 10 ɊL of the mixture on a glass slide. In this configuration donors 

and acceptors are in close contact, the ligand molecules on their surface being the only 

spacers among the moieties. The UCL signal was recorded both from dried UCNPs and 

mixtures of UCNPs and QDs (Figure 4.15a and 4.15c). In the presence of the QDs the UCNP 

emission below 600 nm is heavily quenched and the QD PL signal appears both with LYFYT 

and LYFY/LYFYT. 
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Figure 4.15. When UCNPs and QDs are mixed in solution and then dried on a glass slide, the emission under 

960 nm excitation shows quenching of the high photon order transitions and the appearance of the QD PL 

emission band (a and c). The PL decay of 1D2 ՜ 3F4 Tm3+ transition in the presence of the QDs experiences a 

shortening of the characteristic LT, due to FRET taking place between UCNP donors and the acceptors (b and d). 

LYFY/LYFYT LT is longer than LYFYT LT: this is explained in light of a more extended crystalline structure in the 

former architecture. The presence of Yb3+ ions distributed both in UCNP core and shell promotes energy 

migration among these ions on a longer time scale before the energy could be transfer to a Tm3+ ion in the shell. 

 

These same samples were used to conduct time-resolved PL studies, in order to assess 

whether the UCL LT of UCNPs is reduced when the donors and acceptors are in intimate 

contact. This evidence would provide the final proof of FRET taking place, since radiative ET 

does not involve a decrease of the donor LT instead. The LT of the emission stemming from 

the transition 1D2 ՜ 3F4 of Tm3+ ions was analyzed (ɉmax = 520 nm), since this is one of the 

emission bands affected the most by the quenching in the presence of QDs. Indeed, when the 

QDs are present together with the UCNPs, the decay curves show a shorter PL LT of this 

transition in both LYFYT and LYFY/LYFYT indicating the existence of a non-radiative transfer 

process (Figure 4.15b, 4.15d and Table 4.2). It is interesting to note that the LT decrease is 

more pronounced in core/shell UCNPs. This evidence confirms the hypothesis that an 

increased fraction of active centers located at the UCNP surface (i.e. close to the acceptors) 

allows for a better observation of the LT decrease. It is also worth noticing that the LT of 

LYFY/LYFYT is longer than that of LYFYT. 
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Table 4.2. LT values obtained from the fit of UCL decay curves in Figure 4.15 and the corresponding values 

of FRET efficiency, Förster radius, and donor-acceptor distance. 

Sample ɒ, Ɋs FRET efficiency, % R0, Å R, Å 

LYFYT 411 ± 11 - - - 

LYFYT+QDs 368 ± 7 10.5 26.0 37.2 

LYFY/LYFYT 634 ± 14 - - - 

LYFY/LYFYT+QDs 515 ± 6 18.8 29,2 37.3 

 

In fact, although non-radiative de-excitation events are more likely in the former 

architecture, the presence of Yb3+ ions in the core of the structure promotes energy migration 

on a longer time scale (i.e. longer LT). This can be understood in light of the fact that these 

energy migration events taking place in the core are only terminated by ET to Tm3+ ions or 

electron trap in defect Ȃsurface- states, and both these species are located in the shell. The LT 

values obtained in the two combinations were used to estimate the FRET efficiency and, from 

that, the actual distance at which the two moieties are interacting according to the equation: 

 

ߟ ൌ ͳ െ ߬ᇱ߬ ൌ ܴܴ  ܴ (4.8) 

 

The FRET efficiency is 10.5 % and 18.8 % for LYFYT and LYFY/LYFYT respectively. 

Considering for both UCNPs a PLQY of approximately 0.01 %, a k2 value of 0.67, and a 

refractive index of 1.459 (that of OA and DDT), values of Förster radius R0 of 26.0 Å and 29.2 Å 

are obtained for LYFYT and LYFY/LYFYT respectively. These values return a distance 

between the moieties of 37.2 Å and 37.3 Å. The values obtained here are slightly larger than 

the results obtained from Bednarkiewicz et al., who found a value of approximately 15 Å for 

the Förster radius and a distance between the moieties of approximately 20 Å. A distance of 

approximately 37 Å suggests that FRET takes place to the QDs from Tm3+ ions occupying the 

very first few nanometers of the crystal surface. Although the improved design of the system, 

the transfer efficiency we observed in this study is of the same order of magnitude of that 

observed in the system composed of NaYF4:Yb,Er and CdSe QDs (14.8 %). This fact can be 

interpreted in light of the higher dilution of the ions in the crystalline lattice in the case of 

Tm3+. This ion is characterized by the presence of a number of closely spaced electronic levels 

that can easily give rise to cross relaxation phenomena, thus depopulating high photon order 
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levels22. For this reason, the optimized doping level for observing UCL from this ion is 0.5 %, 

which is a value 4 times lower than that of Er3+ (2 %), in order to avoid the presence of Tm3+ 

in close proximity. Considering the case of LYFYT it is possible to estimate the fraction of Tm3+ 

ions that can take part in the FRET mechanism. LiYF4 has a tetragonal lattice where the ratio 

between the long and short edges of the unit cell (c/a) is close to 2 and each unit cell contains 

four formula units (i.e. 4 Li, 4 Y, 16 F). So it is possible to consider the unit cell as composed of 

two cubic sub-cells of edge a, each containing two formula units. Taking a cell edge a = 5.2 Å 

(according to PDF #01-078-2179) it is possible to estimate the number of sub-cells in a single 

UCNP using the dimensions determined from TEM micrographs (Table 4.1). The volume of a 

single UCNP is 7.39·107 Å3 which gives 5.25·105 sub-cells per UCNP, corresponding to 5253 

Tm3+ ions. Now, taking into account a Förster radius of 24.6 Å, it turns out that approximately 

26 % of these ions can effectively contribute to the FRET (i.e. their LT would experience a 

shortening). This means that the majority of Tm3+ ions (74 %) will not experience a LT 

shortening in the presence of QDs and their emission will display the usual decay rate. This 

observation explains the difficulty in observing a considerable decrease of the UCL LT. 

Moreover, the use of QDs as acceptors pose another problematic in that they are bulkier than 

commonly used organic dyes. This means that using QDs one can accommodate less acceptors 

on the surface of the UCNP even in a close packing arrangement; an issue that is overcome by 

the large absorption cross section of QDs. 

 

4.2.5 Ongoing experiments 

Moving from the considerations just made, more UCNPs samples have been synthesized to 

promote a better interaction between a larger fraction of Tm3+ ions and the QDs. In particular 

smaller LiYF4:Yb,Tm UCNPs (Figure 4.16) and core/shell LiYF4:Yb/LiYF4:Yb,Tm having a 

thinner shell have been synthesized. These architectures are expected to allow for a more 

pronounced UCL LT shortening even though the low PLQY, due to the large surface to volume 

ratio, might make the FRET observation challenging. The time-resolved measurements will be 

repeated varying the relative amount of donors and acceptors, and using the new UCNPs, in 

order to determine the best parameters in terms of UCNPs coverage with QDs. The 

information obtained from these experiments will be used to select the optimized UCNPs-QDs 

combination to give rise to FRET. 
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Figure 4.16. LYFYT (a) and smaller LiYF4:Yb,Tm UCNPs (b and c) synthesized to increase the fraction of 

Tm3+ ions on the UNCP surface. The increased surface to volume ratio is expected to increase the number of Tm3+ 

ions whose emission would be affected by LT shortening due to FRET taking place to QDs. 

 

In this way, it will be possible to build a nano-composite where, upon proper surface 

modification of the moieties, UCNPs and QDs are bound together and dispersed in water. Once 

properly tailored, such a system could potentially be used as a robust all-inorganic 

luminescent sensor in FRET-based bio-assays. 

 

4.3 Conclusions 

In this work the energy transfer (ET) mechanism between UCNPs (energy donors) and CIS 

QDs (energy acceptors) has been investigated. The two moieties have been designed in order 

to increase the chance of ET to take place. For this reason, LiYF4 and Yb3+-Tm3+ have been 

respectively selected as the UCNP host and doping ions. This combination allows for a strong 

UV-blue UCL that can effectively excite CIS QDs. Moreover, a UCNP core/shell architecture was 

conceived in order to increase the fraction of Tm3+ ions on the surface of the donor. This 

structure increases the number of Tm3+ that can transfer the energy to QDs close to the UCNP 

surface. Eventually, the use of CIS QDs reduces the acceptor self-absorption phenomena due 

to the large Stokes shift that characterizes these QDs. The study of the ET phenomenon in sols 

showed that the random motion of the two moieties in the medium does not allow for a 

sufficiently close proximity between donors and acceptors to observe non-radiative (FRET-

like) energy transfer even at high concentrations of QDs. The QD PL signal that can be 

observed upon irradiation with a 980 nm laser stems from the re-absorption of UCL emission, 

as can be deducted from the dependence of this signal intensity on the square power of the 
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mean interparticle distance. More interestingly, evidences of FRET were observed when 

UCNPs and QDs were dried on a substrate, thus forced to closely pack. In this configuration, 

the proximity of the two moieties allows for FRET to take place, as confirmed by time-

resolved UCL studies. The relatively low transfer efficiency (10.5 % and 18.8 % respectively 

for core and core/shell UCNP architectures) can be explained in light of the small fraction of 

optically active ions present in the first few superficial nanometers of the UCNPs and the 

presence of an unquenched signal coming from the ions in the core of the donor. The results 

obtained from these analyses have been used to improve the design of the system: in 

particular, UCNPs with an increased surface to volume ratio have been synthesized in order to 

further investigate FRET from these particles to QDs. 
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Chapter 5 

Green synthesis of highly PEGylated CuS plasmonic 

nanoparticles 

The research in the field of non-metallic plasmonic materials has led to the production of 

high quality chalcogenide PNPsǤ Specificallyǡ the family of Cu-xS has proven to possess superior 

properties in terms of strong N)R light absorption due to a broadband LSPR feature arising from 

the motion of free holes in the VBǤ )n view of effectively employing Cu-xS PNPs as theranostic 

agentsǡ high values of (CE should be achievedǡ so to make these systems competitive with respect 

to the noble metal-based onesǤ (ere we present the synthesis of small covellite ȋCuSȌ PNPs via a 

green and rapid method that relies on the use of PEG monomethyl ether ȋm-PEGȌ as the growth 

controlling agentǤ After the synthesisǡ the polymer molecules remain attached to the PNP surface 

imparting colloidal stability to the systemǤ The variation of synthetic parameters such as 

reaction temperatureǡ p(ǡ sulfur-to-copper ratioǡ and m-PEG amount leads to different opticalǡ 

morphologicalǡ and structural properties of the PNPsǤ The evaluation of the (CE efficiency of the 

sample synthesized with the optimized reaction conditions returned a value of ͺͺǤ άǡ which 

makes this system one of the most efficient Cu-xS-based heat converters reported so farǤ 

Additionallyǡ the Drude theory was used to model the plasmonic response of these PNPsǡ 

obtaining a value of free carrier density of approximately ͷͶͷcm-ǡ which falls in the range of 

values reported in literature for Cu-xS materialsǤ 
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ͷǤͳ Materials and Methods 

ͷǤͳǤͳ Chemicals Copper chloride dihydrate ȋCuClʹήʹ(ʹOǡ Alfa Aesarǡ Ϊͻͺ ΨȌǡ polyethylene glycol mono-methyl ether MW ͷͲͲͲ ȋm-PEGǡ Aldrichǡ ͻͻ ΨȌǡ sodium sulfide nonahydrate ȋNaʹSήͻ(ʹOǡ Aldrichǡ ͻͺ ΨȌǡ and ethanol ȋCommercial Alcoholsǡ ͳͲͲ ΨȌ were all used as received without further purificationǤ The working solutions were freshly prepared with de-ionized water and used within one week from their preparationǤ NaʹSήͻ(ʹO solution was stored at ʹ-Ͷ ιCǤ 
 

ͷǤͳǤʹ Synthesis of CuS PNPs Copper sulfide PNPs were synthesized via a simple and newly developed one-pot approachǤ )n a typical procedureǡ ͺ mL of a CuClʹήʹ(ʹO aqueous solution ȋͳʹǤͷ mMȌ were introduced in a ͷͲ mL three necked round bottom flask along with Ͷ g of m-PEG and a magnetic barǤ After the complete dissolution of the polymer under stirring at room temperatureǡ the flask was put in a pre-heated oil bath at ͺͲ ιCǤ After ͵ minǡ ͳͲͲ ɊL of a ͳ M NaʹSήͻ(ʹO aqueous solution ȋSȀCu α ͳǤͲͲȌ were injected in the reaction mixtureǤ This step was followed by a fast darkening of the solution that eventually becomes dark greenǤ The reaction was allowed to proceed for ͷ minǤ The reaction flask was then quenched in cold waterǡ and the reaction mixture was transferred in a ͷͲ mL centrifuge tubeǤ Then ʹͲ mL of isopropyl alcohol were added and the synthesized PNPs were collected by means of centrifugation ȋʹͲ minǡ ͲͲͲ gȌǤ Eventuallyǡ the PNPs were re-dispersed in ͷ mL of de-ionized water and stored at Ͷ ιC for further characterizationǤ We investigated the effect of the different reaction parameters on the properties of copper sulfide PNPsǤ Specifically it was studied the effect of sulfur-to-copper ratio ȋSȀCuȌǡ m-PEG amountǡ reaction temperatureǡ and p(Ǥ Table ͷǤͳ summarizes the different parameters explored throughout this study for the synthesis of CuS PNPsǤ 
 

ͷǤͳǤ͵ Characterization techniques 

Optical propertiesǤ The absorption spectra were acquired with a Varian Cary ͷͲͲͲ spectrophotometer using a double beam configuration and ͳ cm optical path length quartz cuvettesǤ A scan speed of ͲͲ nmȀmin with ͳ nm of spectral resolution was used to record the spectra over the ͵ͲͲ Ȃ ͳͳͲͲ nm rangeǤ 
 



121 

 

Table 5.1. Summary of the synthetic parameter investigated in this work. The parameters whose value has 

been varied for each series of samples are in bold italic. The sample with gray background is the reference for all 

the series. 

CuʹΪǡ mmol Temperatureǡ νC pH SȀCu m-PEGǡ g ͲǤͳ ͺͲ ͶǤ ͶǤͽͻ ͶǤͲͲ ͲǤͳ ͺͲ ͶǤ ͷǤͶͶ ͶǤͲͲ ͲǤͳ ͺͲ ͶǤ ǤͶͶ ͶǤͲͲ ͲǤͳ ͺͲ ͶǤ ͺǤͶͶ ͶǤͲͲ ͲǤͳ ͺͶ ͶǤ ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͼͶ ͶǤ ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͿͶ ͶǤ ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͷͶͶ ͶǤ ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͺͲ  ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͺͲ  ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͺͲ ͼ ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͺͲ ; ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͺͲ ͷͶ ͳǤͲͲ ͶǤͲͲ ͲǤͳ ͺͲ ͶǤ ͳǤͲͲ ͶǤͻ ͲǤͳ ͺͲ ͶǤ ͳǤͲͲ ͶǤͻͶ ͲǤͳ ͺͲ ͶǤ ͳǤͲͲ ͷǤͶͶ ͲǤͳ ͺͲ ͶǤ ͳǤͲͲ ǤͶͶ ͲǤͳ ͺͲ ͶǤ ͳǤͲͲ ;ǤͶͶ 

 

Structureǡ morphologyǡ and compositionǤ Copper sulfide PNP crystalline structure was probed by means of XRPD with a Bruker Dͺ Advance Diffractometer using CuKȽ monochromatic radiation with a Bragg-Brentano theta-ʹtheta configurationǤ A scan step of ͲǤͲͷ ι and  sȀstep of acquisition time was employedǡ recording the spectra over the ʹͷ Ȃ Ͳ ι rangeǤ The morphology of the samples was analyzed using transmission and scanning electron microscopyǡ respectively using a Philips Tecnai ͳʹ and a Field Emission Gun ȋFEGȌ ZE)SS microscopesǤ The surface chemistry of the PNPs was analyzed via FT)R spectroscopyǤ The spectra were recorded on a ThermoFisher Scientific Nicolet ͲͲ spectrometer working in transmission mode with a resolution of ͳ cm-ͳ over the ͶͲͲͲ Ȃ ͺͲͲ cm-ͳ rangeǤ The surface chemistry along with the chemical composition of the PNPs was further investigated by means of XPSǤ The spectra were recorded on a VG ESCALAB ʹͲͲi XL instrumentǡ using an Al KȽ monochromatic sourceǤ The spectra were analyzed using CasaXPS̺ softwareǤ 
Heat conversion efficiency evaluationǤ The (CE of a selected sample was evaluated irradiating a PNP aqueous sol contained in a ͳxͳ cm optical path cuvette with a ͻͺͲ nm 
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continuous wave ȋCWȌ laser ȋpower α ͵͵ͺ mWȌǤ The local temperature increase in the cuvette was probed with a digital thermometer ȋequipped with a type-J thermocouple of ͲǤͷ ιC sensitivityȌǤ The PNP aqueous sol with an optical density ȋODȌ of ͲǤͳ at the laser wavelength ȋͻͺͲ nmȌ was kept under continuous magnetic stirring during the experimentǤ )n Figure ͷǤͳ a scheme is reported representing the set-up used for the (CE evaluationǤ 
 

ͷǤʹ Results and discussion )n order to identify the optimal synthetic conditions for the preparation of colloidally stableǡ monodisperseǡ and single-phase CuS PNPsǡ the results obtained from the optical and the structuralȀmorphological studies were comparedǤ 
 

ͷǤʹǤͳ Effect of the SȀCu ratio The parameter that experimentally has the greater effect on the PNP features is the SȀCu ratioǤ As discussed in Section ͳǤͶǤʹǡ copper sulfide can crystallize in an extraordinary large number of polymorphs whose stoichiometry varies between the two extreme compounds CuS and CuʹSǤ Among themǡ the more copper-deficient compounds are those displaying stronger LSPR absorption featuresǤ For this reasonǡ it was decided to investigate the effect of SȀCu values ͲǤͷǡ ͳǤͲͲǡ ʹǤͲͲǡ and ͶǤͲͲǤ The use of a SȀCu ratio of ͲǤͷ instead of the stoichiometric sulfur amount ȋͳǤͲͲȌ has the sole consequence of the production of a lesser amount of PNPsǡ maintaining the same crystalline structureǤ To support this observationǡ the absorption spectra of these two samples have the same profile and differ just in their absolute absorbance values ȋFigure ͷǤʹȌǤ 
 

 

 

Figure 5.1. Scheme of the experimental setup used for the evaluation of the HCE of CuS PNPsǤ )n the ǲtop viewǳ with A it is indicated the surface area through which the heat exchange with the environment takes placeǤ 
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Figure ͷǤʹǤ Absorbance spectra ȋaȌ and diffractograms ȋbȌ of PNPs synthesized varying the SȀCu ratioǤ Both the plasmonic band ȋposition and intensityȌ and the crystallinity of the sample are greatly influenced by this parameterǤ An excess of Sʹ- ions determines the production of poorly stable PNPsǡ while an under-stoichiometric amount does not allow for a complete consumption of the CuʹΪ in solutionǡ thus leading to a low yield of the reactionǤ  
 )ndeedǡ the diffraction patterns of these two samples are identical and the position of the reflections well matches with the position of the reflections of covellite ȋCuSǡ PDF ͓Ͳͳ-Ͳͺ-ʹͳʹͳȌǤ This compound has chemical composition CuSǡ copper being most likely in its singly oxidized valenceͳǤ An increase of the SȀCu ratio to ʹǤͲͲ determines an improvement of the plasmonic properties of the sampleǡ with the LSPR band becoming more intense if compared to the band gap associated absorption at shorter wavelengthsǤ The diffractogram of this sample shows narrower reflections with respect to those of the other samplesǡ still falling in correspondence to the covellite peaksǤ This is an indication of larger crystallites and SEM observations allowed to confirm this hypothesis ȋFigure ͷǤ͵ȌǤ )ndeedǡ the sample is composed of PNPs having different size and morphologyǡ the majority being large platelets having diameters varying considerably form particle to particleǤ According to the literatureǡ large Cuʹ-xS nanoplatelets have better plasmonic properties than smaller spherical PNPsʹǡ an observation in accordance with the results we obtained from the optical analysisǤ When the sulfur amount was increased to a SȀCu value of ͶǤͲͲǡ the LSPR band dramatically dropped in absolute intensityǤ The crystallinity of the sample is compromised and at least one secondary phase appearsǡ which was tentatively assigned to digenite ȋCuͻSͷǡ PDF ͓ͲͲ-ͲͶ-ͳͶͺȌǤ  Moreoverǡ the stability of the sample is compromised and the PNPs clumpǡ precipitating few hours after the synthesisǤ 
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Figure 5.3. SEM observations of the sample synthesized with S/Cu=2.00 (a, with b and c being respectively 

zooms of square 1 and 2) show that the PNPs have different morphology and size, ranging from small quasi-

spherical to larger platelets (d). 

 According to these observationsǡ we selected the SȀCu ratio of ͳǤͲͲ as the best compromise between good plasmonic properties and structural and morphological homogeneityǤ  
 

ͷǤʹǤʹ Effect of the temperature The temperature at which the reaction takes place influences the LSPR band position ȋFigure ͷǤͶȌǤ )n the inset of Figure ͷǤͶa we can observe that there is a linear dependence between the peak position and the reaction temperatureǡ with the LSPR band wavelength varying in the range ͻͷͲ Ȃ ͳͲͷͲ nmǤ To interpret this behavior we considered the mechanisms responsible for the LSPRǤ All the samples of this series have a pure covellite phaseǡ whose stoichiometry is fixed with Cu-to-S ratio of ͳǣͳǤ Deviation from this ratio would result in a change of the crystalline structure͵Ǥ The chemical composition of the material is also confirmed by the XPS analysis that returns a constant composition of the four samplesǡ with a Cu-to-S ratio of respectively ͲǤͻͷǡ ͳǤͲʹǡ ͳǤͲͷǡ ͳǤͲ͵ for the samples synthesized at ͶͲǡ Ͳǡ ͺͲǡ ͳͲͲ ιC ȋFigure ͷǤͷ and Table ͷǤʹȌǤ The survey spectra of the samples show the characteristic peaks of the species composing the PNPsǤ )n all the samplesǡ the Cu ʹp high-resolution spectrum shows the presence of copper in its singly oxidized state as confirmed by the position of Cu LMM peakǤ The weak satellite peak centered approximately at ͻͶʹǤͷ eV in all the samples suggests the presence of negligible traces of CuʹΪǤ S ʹp peak can be fitted with two doublets corresponding respectively to metal sulfide ȋgreen linesȌ and partially oxidized sulfide species ȋlight blue linesȌǤ 
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Figure 5.4. The reaction temperature increase does not change the shape of the LSPR peak (a) but 

determines a blue-shift of the peak maximum (inset in a). Temperature does not influence the NP crystal 

structure, and all the samples crystallize in the covellite polymorph (b). 

 The considerable contribution from these latter species can be justified by the fact that the reaction is conducted in water and in air atmosphereǡ so that surface oxidation becomes a likely eventǤ Following these considerationsǡ the hypothesis that compositional variations from sample to sample influence the optical behavior of the synthesized PNPs can be ruled outǤ Another parameter influencing the plasmonic properties of Cuʹ-xSǡ and in particular the LSPR peak positionǡ is the dielectric constant of the medium in which the NPs are embeddedͶǤ )n this study the measurements were all performed in de-ionized water and the same polymer ȋm-PEGȌ covers the surface of the samples so that we can consider the local dielectric constant at the PNPȀwater interface to be equal in all the samplesǤ 
 

Table 5.2. Summary of the results obtained from the analysis of the XPS spectra. 

Reaction 

temperature, °C 

Cu 2p peak 

position, eV 

Cu LMM peak 

position, eV 

S 2p peak position, eV 

(relative percentage) 
Cu-to-S ratio 

40 932.63 568.93 
162.03 (64.8 %) Ȃ 

163.63 (36.2 %) 
0.95 

60 932.30 569.00 
162.00 (76.2 %) Ȃ 

163.60 (23.8 %) 
1.02 

80 932.23 568.73 
161.83 (83.8 %) Ȃ 

163.63 (16.2 %) 
1.05 

100 932.20 568.56 
161.96 (80.2 %) Ȃ 

163.66 (19.8 %) 
1.03 
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Figure 5.5. Survey (a, d, g, j), and Cu 2p (b, e, h, k), Cu LMM (insets in b, e, h, k), S 2p (c, f, I, l) high resolution 

spectra of the samples synthesized at 40, 60, 80, and 100 °C. In b, e, h, k the signal characteristic of Cu2+ is 

highlighted in red. In c the relative percentage of sulfide and oxidized sulfide species are reported (light green 

and light blue respectively). 
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Figure 5.6. The determination of the energy gap using the Tauc approach returns a constant value. This 

result is in accordance with the observation that in Cu2-xS PNPs this parameter is mainly determined by the 

number of holes in the VB, i.e. the stoichiometry of the material, which is the same for all of the samples analyzed.  

 The last parameter that can influence the LSPR peak position is the morphology of the PNPsǡ iǤeǤ their sizeǤ Larger PNPs have a LSPR peak blue-shifted with respect to smaller PNPs as reported from  Luther et alǤͷǤǤ One can estimate in an indirect way the size of a nano-sized semiconductors using the energy gap valueǡ obtained from the absorption spectrumǡ in the effective mass approximation equationǤ To do soǡ we used the Tauc approach on the short-wavelength side of the absorption spectraǡ where the interband transition dominatesǤ  
 

 

Figure 5.7. TEM micrographs of PNPs synthesized at 40, 60, 80, and 100 °C (a, b, c, and d) show small 

particles of increasing size. At 60 and 80 °C the PNPs have a more regular quasi-spherical shape. The larger scale 

bars are 50 nm and the smaller are 20 nm. 
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Nonethelessǡ the energy gap value in this type of degenerate semiconductors is mainly dominated by the presence of empty levels in the top of the VBǡ iǤeǤ by the free carrier densityͳǤ This explains the results obtained from the Tauc approachǣ the values are very close one to anotherǡ corroborating the hypothesis of PNPs having the same chemical composition ȋFigure ͷǤȌǤ The slight decrease of the energy gap values with increasing temperature could account for the growth of larger PNPsǡ but the error associated to each point makes this change irrelevantǤ An evidence of the different size of the PNPs comes from the TEM observations ȋFigure ͷǤȌǤ )ncreasing the reaction temperatureǡ the size of PNPs increases accordinglyǡ with the samples synthesized at Ͳ and ͺͲ ιC displaying a clear quasi-spherical morphologyǤ )n spite of the visible size increaseǡ the irregular shape of the samples complicates the determination of the size distribution for all of themǤ Easier is the case of CuS PNPs synthesized at ͺͲ ιCǡ for which a size of approximately Ǥʹ ά ͲǤ nm was estimatedǤ 
 

ͷǤʹǤ͵ Effect of the pH As in all aqueous synthetic approachesǡ the p( of the reaction mixture plays a key role in controlling the properties of the final materialǤ )n the case under studyǡ the p( of the aqueous solution in the presence of copper and m-PEG is ͶǤǤ The p( of the reaction mixture was adjusted using ͳ M solutions of NaO( and (ClǤ The absorption features of the PNPs are not influenced much when the p( is lowered below ͶǤ ȋFigure ͷǤͺaȌǤ 
 

 

Figure 5.8. The change of the reaction mixture pH does not influence the LSPR band intensity and position at 

acidic pH (a), as confirmed also from the presence of a covellite single phase in these PNPs (b). Instead at higher 

pH a secondary phase appears (posnjakite) characterized by large crystallites, as confirmed by the sharp 

reflections in the diffraction patterns. 
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Figure 5.9. Stability diagram of copper. The green dashed line is drawn in correspondence of the Cu2+ 

concentration used in the study. At this concentration the pH at which Cu(OH)2 starts becoming the stable phase 

is approximately 5. Adapted from Ref. 8. 

 This is in accordance with the XRPD observations that reveal a covellite single phase at a p( between ʹ and ͶǤ ȋFigure ͷǤͺbȌǤ At higher p( a secondary phase appearsǡ namely posnjakite ȋPDF ͓Ͳͳ-Ͳͷ-ͳʹͷͺȌǤ This compound is a hydroxy-sulfate hydrate with formula CuͶȋSOͶȌȋO(Ȍή(ʹOǤ The appearance of this CuʹΪ compound is justified at the light of the stability diagram of hydrated copper species in aqueous environment ȋFigure ͷǤͻȌͺǤ  At the copper concentration we performed the synthesis ȋapproximately ͳͲ-ʹ MȌǡ copper is present as a free ion below a p( value of ͷǡ while at more alkaline conditions copper hydroxide CuȋO(Ȍʹ starts becoming the stable phaseǤ For this reasonǡ part of the sample is composed of posnjakiteǡ a hydroxy-sulfateǤ The presence of this secondary phase is not desirableǡ since it crystallizes in large crystalsǡ as can be concluded from the narrow peaks in the corresponding diffractogramsǤ For this reasonǡ although the optical properties are still preserved from the samples synthesized at high p( valuesǡ these samples could not be considered suitable good quality heat convertersǤ 
 

ͷǤʹǤͶ Effect of m-PEG amount The amount of m-PEG introduced in the reaction environment was varied to investigate the effect of this molecule as a ligand in controlling the growth of the PNPsǤ The hydroxyl tail group and the oxygen atoms in the backbone of the molecules can all act as effective Lewis bases ȋelectron lone-pair donorsȌ to stabilize free copper ions in solutionǤ 
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Figure 5.10. At the tested conditions, the amount of m-PEG introduced in the reaction environment has little 

effect on the synthesized PNPs. This insensitiveness of the PNP final properties upon the variation of the m-PEG 

concentration stems from the presence of a large excess of coordinating atoms (oxygen) with respect to the 

metal ions. 

 This is trueǡ even though the affinity of copper towards oxygen is lowǡ if compared for instance with the one displayed from the transition metal towards thiol groupsǤ )t was observed that this parameter plays a minor role in the synthesis at the tested conditionsǤ Actuallyǡ even when a sub-stoichiometric amount of m-PEG ȋͲǤʹͷ gǡ ͲǤͲͷ mmolȌ is present in the reaction environment with respect to CuʹΪ ȋͲǤͳͲ mmolȌǡ the number of oxygen atoms is in large excess with respect to the metal ions ȋeach polymer chain counts approximately ͳͳͲ ȂC(ʹ-C(ʹ-O- repeating unitiesȌǤ )ndeedǡ the variation of m-PEG amount does not influence the optical properties of the synthesized PNPsǣ both intensity and profile shape are substantially identical in all samples ȋFigure ͷǤͳͲȌǤ After the thorough characterization of the various samplesǡ the PNPs synthesized at ͺͲ ιCǡ with a SȀCuαͳǤͲͲǡ p( ͶǤǡ and in the presence of a m-PEG amount of ͶǤͲͲ g were selected for further studiesǤ This choice was dictated by the achieved optimization between structuralǡ morphologicalǡ and optical propertiesǤ Moreoverǡ the maximum LSPR band position of this sample is very close to the wavelength of laser chosen for the study of (CE ȋiǤeǤ ͻͺͲ nmȌǤ 
 

ͷǤʹǤͷ Surface chemistry To confirm the presence of m-PEG molecules on the surface of the CuS NPsǡ other than conventional method such as FT)R ȋFigure ͷǤͳͳȌǡ a particular SEM observation technique was also appliedͻǤ 
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Figure 5.11. The presence of m-PEG on the surface of CuS PNPs is confirmed comparing the FTIR spectra of 

PNPs synthesized in the presence (CuS Ȃ m-PEG) and in the absence (CuS) of m-PEG. In the spectrum of the 

former the distinctive stretches of m-PEG (orange spectrum) are present. 

 A batch of CuS PNPs was synthesized following the same approach followed for the other samplesǡ without the addition of m-PEGǤ This samples was used to compare the surface features of pegylated CuS PNPsǤ We imaged the sample ȋthoroughly washed three times with a mixture of waterǣethanol ͳǣͳȌ at decreasing electron accelerating voltageǡ iǤeǤ decreasing electron kinetic energyǤ )n our systemǡ the lower the kinetic energy of the electron ȋin Figure ͷǤͳʹ following the orderǣ a Ȃ ʹͲ kVǡ b Ȃ ͳͲ kVǡ c Ȃ ͷ kVǡ d Ȃ ʹǤͷ kVǡ e Ȃ ͳǤʹͷ kVȌ the more superficial is the generation of the so-called pear of interaction between the electron and the materialǤ 
 

 

Figure ͷǤͳʹǤ SEM observations of the reference sample show the presence of a consistent layer of polymer ȋnamely m-PEGȌ coating the NPsǤ We were able to image the polymer gradually decreasing the accelerating voltage applied to the electron ȋa Ȃ ʹͲ kVǡ b Ȃ ͳͲ kVǡ c Ȃ ͷ kVǡ d Ȃ ʹǤͷ kVǡ e Ȃ ͳǤʹͷ kVȌǡ iǤeǤ decreasing their kinetic energyǤ  )n f a scheme is reported showing how different electron energies allow to probe the polymeric layer at different depthsǤ Scale bars in the figures corresponds to ʹͲͲ nmǤ 
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Figure ͷǤͳ͵Ǥ SEM observations of a sample synthesized in the absence of m-PEG do not show the same behavior under the electron beam at different accelerating voltages ȋrespectively a Ȃ ͳͲ kVǡ b Ȃ ͷ kVǡ c Ȃ ͳǤʹͷ kVȌǤ This confirms that the different signal observed at low voltages in the samples synthesized with m-PEG stems from the polymeric chains on the PNP surfaceǤ Scale bars in the figures corresponds to ʹͲͲ nmǤ  
 At high voltage ȋʹͲ Ȃ ͳͲ kVȌ the signal generates at the NP surfaceǡ while at lower voltage the signal is collected progressively from layers of polymer which are more distant from the core of the NP ȋFigure ͷ fȌǤ From the micrographs it is clearly observable the presence of the layer of polymer coating the NPsǤ We could not observe the same effect in a sample synthesized in the absence of m-PEG ȋsee Figure ͷǤͳ͵ȌǤ   
ͷǤʹǤ Heat conversion evaluation The sought property for the PNPs synthesized in this study is the capability of translating N)R light into heat according to the photothermal effect ȋSection ͳǤ͵ǤʹǤȌǤ The figure of merit that quantitatively account for this capability is the (CEǤ This value can be evaluated using the experimental approach presented in Scheme ͳǤͳǤ The (CE value is obtained according to the equationǣ  
ߟ  ൌ ሺܣ݄ ܶ௫ െ ܶሻ െ ܳܫሺͳ െ ͳͲିைሻ  ȋͷǤͳȌ 

 where h is the heat-transfer coefficientǡ A is the surface area of the liquid where the heat exchange with the environment takes place ȋiǤeǤ the area of the cuvette sectionȌǡ Tmax-TͶ ȋȟTȌ is the temperature increase realized in the cuvette during the irradiation with lightǡ QͶ is the heat exchanged by the medium ȋwater in this caseȌ in the same experimental conditions but in the absence of nano-heatersǡ ) is the laser intensityǡ and OD is the optical density of the solution at the excitation wavelength ȋɉexȌͳͲǤ 
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Figure ͷǤͳͶǤ Temperature vsǤ time plot for PNPs and water aloneǡ obtained under ͻͺͲ nm CW laser irradiationǤ Dots are experimental points ȋthe error bars are obtained repeating the measurement three timesȌ and the solid lines in the cooling part of the curve are the exponential fitǤ )n the insetǡ we report a picture of the sol used to determine the (CE of the PNPsǤ 
 

h and QͶ are derived from the time constant ȋɒSȌ as obtained from the fit of the cooling part of the curves ȋstarting at ʹͷ minȌ using a single exponential function The thorough explanation of the mathematical approach used in this context is accurately described in RefǤͳͲǤ The results of the experiment are reported in Figure ͷǤͳͶǡ where a temperature increase of approximately ͳͶ ιC is observable in the PNP sol under laser illuminationǤ Using the experimental values reported in Table ͷǤ͵ǡ an (CE of ͶͶǤʹ Ψ was estimatedǤ )t can be observed that this value is lower than most of the best performing Au-based systems ȋTable ͳǤͳȌǤ Nonethelessǡ it is worth noting that our CuS PNPs compete with the state-of-the-art Cuʹ-xS photothermal agentsǡ being among the most efficient reported in the literatureǤ 
 

Table 5.3. Values of the experimental parameters used in the evaluation of the HCE of CuS PNPs sol. 

ɉexǡ nm Iǡ mW OD Aǡ cm Solvent massǡ g ͻͺͲ ͵͵ͺ ͲǤͳ ͳ ͳ 
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ͷǤʹǤ Free carrier density estimation and solvent effect An important parameter governing the heat conversion capability of a plasmonic material is the density of free carriersͳǤ )n Section ͳǤ͵Ǥͳ it was already described more in details the model proposed by Drude and how it can be used to interpret the behavior of PNPsǡ so here we will refer to those equationsǤ )n the particular case of Cuʹ-xS PNPs the plasma frequency is a function of the free holes density Nhǡ since the plasmonic properties of these PNPs arise from the free hole motionǤ 
 ߱ଶ ൌ ܰ݁ଶߝ݉כ ȋͷǤʹȌ 

 )mposing the Froǅ hlich condition ȋEquation ͳǤȌ and considering the relation for the plasmon resonance given in Equation ͷǤʹ we obtain theǣ 
 

߱ௌோሺ ܰǡ ሻߝ ൌ ඨ ܰ݁ଶߝ݉כሺʹߝ  ஶሻߝ െ  ଶ ȋͷǤ͵Ȍߛ

  )ndeedǡ Nh and ɂm are the two parameters that influence the most the plasmonic properties of the materialǤ (ereǡ our attention is focused on the estimation of Nh starting from the experimental parametersǡ since this value is a critical feature for the heat conversion capability of the materialǤ The experimental parameters that are used in the rest of the calculations are respectively ɂο α ͻʹ and mȗ α ͲǤͺ times the rest mass of the electronͳͳǤ The value of ɀ in PNPs is experimentally obtained from the linewidth of the LSPR bandͷǤ )n our caseǡ it was estimated to be ͲǤͺ eV as from the absorption spectrum ȋFigure ͷǤͳͷaȌǤ A fresh batch of PNPs were synthesized and the absorption spectrum of the sample dispersed in different solvents was recordedǤ The chosen solvents are water ȋ(ʹOȌǡ NǡN-dimethylformamide ȋDMFȌǡ and dimethylsuphoxide ȋDMSOȌǤ Notablyǡ the LSPR peak shifts towards lower energy when the refractive index of the solvent decreases ȋFigure ͷǤͳͷa and insetȌǤ This behavior is in accordance with the observation made by PǤ Alivisatos on tungsten oxide PNPsͳʹǤ )n particularǡ it was observed that the shift is less than Ͳ meV between the sample dispersed in water and the one dispersed in DMSOǤ 
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Figure ͷǤͳͷǤ Dispersions of CuS NPs in different solvents ȋ(ʹOǡ DMFǡ and DMSOȌ with increasingly higher refractive index determines a shift of the LSPR peak at lower energy ȋFigure a and insetȌǤ The use of different dielectric constant to model the behavior of the materialǡ affects the final resultsǤ This can be observed in b and cǡ where respectively the dielectric constant values of ͻǤͷ ȋestimated for m-PEGȌ and ͺͲǤͳ ȋ(ʹOȌ were used to obtain an indication of the density of free carriersǤ The red rectangles are used to account for the uncertainty on the plasmon frequency determination ȋexperimentally observed to fall between ͳǤͳʹ Ȃ ͳǤͳͺ eVȌǤ 
 To estimate the free carrier density in the PNPs the dielectric permittivity of the three solvents was used together with the position of the LSPR peak displayed by each sol ȋTable ͷǤͶȌǤ )t is to be mentioned that our PNPs are rather small and they are covered with a high molecular weight polymer ȋm-PEG ͷͲͲͲȌǤ For this reasonǡ the PNPs should see a dielectric permittivity which is not the one of the solvent itselfǡ but rather an effective dielectric permittivity ɂeff θ ɂmǤ This value is expected to be lower than the one of the medium in which the PNPs are dispersedǡ due to the effect of the thick polymeric ȋm-PEGȌ layer coating the PNPsǤ To obtain this valueǡ the data obtained for high molecular weight PEGͳ͵ was extrapolated at low temperatureǡ choosing a value of ͻǤͷǤ The use of this value returns a free carrier density Nh α ͲǤͺʹήͳͲʹͳ cm-͵ ȋsee Figure ͷǤͳͷb and ͷǤͳͷc for a visual representation of the effect of the medium dielectric permittivity on the LSPR peak positionȌǤ This value of dielectric permittivity also allows to obtain a more reasonable value for the plasmon frequencyǡ if compared with the values calculated using the dielectric constant of the solventsǤ  
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Table 5.4. Free carrier density and plasmon frequency values obtained using the dielectric permittivity of 

the three solvents used to disperse the PNPs (H2O, DMSO, DMF) and the one of m-PEG 5000. The dielectric 

permittivity used for m-PEG is obtained from the extrapolation to low temperature of the data reported in Ref.13. 

 

Solvent ɂm Nhǡ cm- ɘpǡ eV (ʹO ͺͲǤͳ ͷǤͳήͳͲʹͳ ͳͺǤ DMSO ͶǤ ʹǤͶήͳͲʹͳ ͳʹǤͺ DMF ͵Ǥ ʹǤͻήͳͲʹͳ ͳͶǤͲ m-PEG ͻǤͷȗ ͲǤͺήͳͲʹͳ ǤͶ 

 The same calculations were repeated using different values of ɀ ȋͲǤ and ͲǤͻ eVȌ observing that the results are not much influenced by variations of this parameterǤ To concludeǡ it has to be reminded that the calculations that were performed are estimationsǤ For instanceǡ the actual dielectric permittivity that the PNPs are experiencing should fall somewhere in between the ɂ of the solvent and the one of the polymerǤ Given the uncertainty associated with these parametersǡ it is possible to affirm that the a free carrier density of in our PNPs is approximately ͳͲʹͳ cm-͵ǡ a value that falls in the range of those reported in the literature ȋfrom ͳͲʹͲ to ͳͲʹʹ cm-͵Ȍʹǡ ͷǡ ͳͳǤ 
 

ͷǤ͵ Conclusions )n this study we have reported an easyǡ reproducibleǡ and green synthesis of highly pegylated CuS PNPsǤ We studied the effect of different reaction parameters on the opticalǡ structuralǡ and morphological features of the final reaction productǡ observing that the sulfur-to-copper ȋSȀCuȌ ratio plays a major role in controlling the properties of the PNPs and their morphologyǤ Variations of reaction temperature allows for the tuning of LSPR peak positionǡ while the p( influences the phase purity of the sampleǤ Carefully selecting the reaction conditionsǡ it was possible to synthesize single-phase covellite CuS PNPs with a chemical composition CuǣSαͳǣͳǡ as confirmed from XPS measurementsǤ These NPs are smallǡ with a mean size of Ǥ͵ ά ͳǤͶ nmǤ  The presence of m-PEG on the surface of the PNPs was ascertainedǡ other than directly observing the colloidal stability of the PNP aqueous suspensionǡ using conventional FT)R analysis and a particular SEM observation techniqueǤ )n particularǡ this last technique relies on the variation of the accelerating voltage to probe different parts of the sampleǤ Eventuallyǡ the sample displaying the best properties was selected and its (CE was evaluated irradiating an aqueous sol of these PNPs with a ͻͺͲ nm CW laserǤ The observed (CE 
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value of ͶͶǤʹ Ψ is among the highest reported in the literature for copper Cuʹ-xS systemsǤ Moreoverǡ it is to be highlighted that our PNPs are synthesized directly in water following a green approach that does not require a surface modification step in order to be make the PNPs water-dispersibleǤ To concludeǡ the properties of these PNPs makes them ideal candidates as photothermal agents to be readily used in aqueousȀbiological environmentsǤ 
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Chapter 6 

Summary and future work 

In this thesis I have presented the study of two classes of semiconductor materials with 

great potential from an applicative viewpoint: copper indium sulfide (CIS) quantum dots 

(QDs) and copper sulfide (Cu2-xS) plasmonic nanoparticles (PNPs). 

With regard to CIS QDs, my research has led to the establishment of an innovative 

synthetic protocol that allows for the synthesis of QDs readily dispersible in polar organic 

solvents. This feature stems from the use of 3-mercaptopropyl trimethoxysilane (MPTS) as 

sulfur source and growth controlling species in the reaction environment. These molecules 

remain bound on the QD surface giving rise to a complex structure, where the thiol groups 

govern the interaction with the solvent in which the QDs are dispersed. Moreover, the careful 

analysis of the optical properties of these QDs allowed to observe a growth mechanism 

characterized by the presence of nanoparticles of discrete size: a behavior never reported in 

the literature before. 

In the same research framework, I have investigated the effect that the presence of 

halogen anions has on the growth and the final properties of CIS QDs prepared following a 

well-established thermal decomposition synthetic method. This study was conducted in the 

attempt of rationalizing the role played by the reaction parameters in the synthesis of these 

nanoparticles. The QDs were prepared in 1-octadecende and 1-dodecanethiol using three 

different halogenide copper (I) salts (CuI, CuBr, CuCl) and their optical, structural, and 

morphological features were thoroughly investigated. The results of this study show that the 
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polarizability of the halogen ion has a major role in controlling the growth of the QDs and the 

tunability of their optical properties. Specifically, the trend displayed by the QD properties 

(such as photoluminescence quantum yield and anion incorporation in the crystalline lattice) 

follows that of the anion polarizability, according to the order described by the Hofmeister 

series. This observation allowed for the postulation of a modulation of the growth kinetic 

from the different interaction of the anions with the hydrophobic tails of the metal thiolate 

precursors. 

Thanks to the experience gained in the synthesis of CIS QDs, I moved to the investigation of 

the interaction of these systems with rare earth (RE)-doped upconverting nanoparticles 

(UCNPs). In particular, the energy transfer that takes place from UCNPs to CIS QDs following 

the photoexcitation of UCNPs was thoroughly analyzed. This study aimed for the observation 

of evidence of Förster energy resonance energy transfer (FRET) between the two 

aforementioned species. This interest is justified in light of the great appeal that this 

phenomenon has in view of the development of optical probes for bio-assays. For this purpose 

LiYF4:Yb,Tm UCNPs were synthesized having core-only or core/shell architecture and their 

interaction with copper-deficient CIS QDs was tested both in sol or in powder form. The 

results of this characterization show that a random motion of the nanoparticles in suspension 

does not allow for a sufficient proximity of the moieties (energy donors and acceptors) in 

order to observe appreciable FRET. Instead, when UCNPs and QDs are dried on a solid 

support, an appreciable decrease of the UCNP luminescence lifetime can be observed, which is 

known to be an undisputed evidence of FRET. These preliminary observations allowed 

identifying the presence of a large fraction of superficial Tm3+ ions (i.e. lying in the first few 

nanometers of UCNP surface) as a pivotal requisite to be satisfied in order to have appreciable 

FRET to QDs. According to these observations, more UCNPs have been synthesized where the 

fraction of superficial Tm3+ ions has been increased: the use of these UCNPs is expected to 

lead to an even more pronounced FRET to nearby QDs. 

Eventually, considering copper sulfide PNPs, a novel green synthetic method has been 

developed. In particular, I exploited the weak coordinating capabilities of a high molecular 

weight polyethylene glycol (PEG) to control the growth and impart colloidal stability in water 

to small CuS PNPs. The developed protocol allows controlling the shape and position of the 

localized surface plasmon resonance band possessed by these PNPs. The study of the effect 

that reaction temperature, pH, PEG amount, and sulfur concentration have on the properties 

of the reaction product allowed for the optimization of the synthetic approach. Specifically, 
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pure phase covellite PNPs with high heat conversion capabilities (HCE = 44.2 %) were 

obtained. This result makes these particles excellent candidates as photothermal agents. 

Due to the promising properties that characterize CuS PNPs, a complex theranostic system 

is currently under characterization. This is composed of CuS PNPs and RE-doped fluoride NPs 

(Figure 6.1). The latter species have been designed in order to display both upconversion and 

classical luminescence under 806 nm excitation. I synthesized the composite nano-structure 

growing a mesoporous silica coating on the fluoride NPs and later modifying the surface of 

this silica intermediate layer to favor its electrostatic interaction with CuS PNPs. Thanks to 

this particular design, the so-composed nano-structure shows charming properties as a 

potential theranostic agent. The preliminary results of nano-structure characterization 

confirm that the different moieties composing the system allow for the simultaneous 

accomplishment of different tasks under laser irradiation: 

 

 

Figure 6.1. RE-doped fluoride NPs (a) were coated with a mesoporous silica layer (b) and then coupled with 

CuS PNPs (c). The upconversion emission under 806 nm excitation is retained from the NPs upon encapsulation 

in silica (d), while the final structure shows promising heat conversion capabilities under 980 nm laser 

irradiation due to the strong plasmonic absorption displayed by CuS PNPs in the NIR region (e). 
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i) CuS PNPs generate heat through the photothermal effect; 

ii) fluoride NP emission can be used both to spatially locate the nano-structure and 

attempts are being performed to locally probe the temperature increase (thanks to 

the thermal response of RE emission); 

iii) a drug can be loaded in the mesoporous silica shell, endowing the system with 

drug delivery capabilities. 

Although first encouraging results, more analyses are needed in order to fully characterize 

this system and establish its applicability as a powerful nanostructure for self-monitored 

photothermal therapy. 


