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With the introduction of uncertainty - the fact of ignorance and necessity of acting upon opin-
ion rather than knowledge - into this Eden-like situation, its character is completely changed.
With uncertainty absent, man'’s energies are devoted altogether to doing things; it is doubt-
ful whether intelligence itself would exist in such a situation; in a world so built that perfect
knowledge was theoretically possible, it seems likely that all organic readjustments would
become mechanical, all organisms automata.[...] Consciousness would never have developed
if the environment of living organisms were perfectly uniform and monotonous, conformable
to mechanical laws. [...] There is a manifest tendency to economize consciousness, to make all
possible adaptations by unconscious reflex response. [...] The true uncertainty in organized
life is the uncertainty in an estimate of human capacity, which is always a capacity to meet
uncertainty.

Frank Knight
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Talking About Uncertainty

by Carlo Romano Marcello Alessandro Santagiustina

In the first article we review existing theories of uncertainty. We devote particular at-
tention to the relation between metacognition, uncertainty and probabilistic expecta-
tions. We also analyse the role of natural language and communication for the emer-
gence and resolution of states of uncertainty. We hypothesize that agents feel uncer-
tainty in relation to their levels of expected surprise, which depends on probabilistic
expectations-gaps elicited during communication processes. Under this framework
above tolerance levels of expected surprise can be considered informative signals.
These signals can be used to coordinate, at the group and social level, processes of
revision of probabilistic expectations. When above tolerance levels of uncertainty
are explicated by agents through natural language, in communication networks and
public information arenas, uncertainty acquires a systemic role of coordinating de-
vice for the revision of probabilistic expectations.

The second article of this research seeks to empirically demonstrate that we can
crowd source and aggregate decentralized signals of uncertainty, i.e. expected sur-
prise, coming from market agents and civil society by using the web and more
specifically Twitter as an information source that contains the wisdom of the crowds
concerning the degree of uncertainty of targeted communities/groups of agents at
a given moment in time. We extract and aggregate these signals to construct a set
of civil society uncertainty proxies by country. We model the dependence among our
civil society uncertainty indexes and existing policy and market uncertainty proxies,
highlighting contagion channels and differences in their reactiveness to real-world
events that occurred in the year 2016, like the EU-referendum vote and the US pres-
idential elections.

Finally, in the third article we propose a new instrument, called Worldwide Un-
certainty Network, to analyse the uncertainty contagion dynamics across time and
areas of the world. Such an instrument can be used to identify the systemic im-
portance of countries in terms of their civil society uncertainty social percolation role.
Our results show that civil society uncertainty signals coming from the web may be
fruitfully used to improve our understanding of uncertainty contagion and amplifi-
cation mechanisms among countries and between markets, civil society and political
systems;
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Chapter 1

Uncertainty: reviewing the
unknown

By Carlo R. M. A. Santagiustina

Abstract

This article reviews existing theories of uncertainty. Through a comparative ap-
proach, we highlight the distinctive attributes associated to uncertainty, at the agent,
group and social level. Starting from mainstream characterizations of uncertainty
in economics, information theory, as well as social and cognitive sciences, we move
towards uncertainty modeling and measurement research frontiers. We devote par-
ticular attention to the relation between metacognition, uncertainty and probabilistic
expectations. We describe the relation between higher order beliefs and uncertainty.
We analyse the role of natural language and communication for uncertainty phe-
nomena emergence, persistence, contagion, reduction and eventual resolution. By
so doing, we reconstruct a robust uncertainty phenomena-concept reference relation,
where uncertainty characterizes metacognitive processes. The roots of uncertainty
are shown to reside in a de facto epistemic situation that characterizes all human
agents and their systems: having to learn, while learning to learn. Following cues from
recent applications of information and belief theory to economics, we hypothesize
that agents feel uncertainty in relation to their levels of expected surprise, which de-
pends on probabilistic expectations gaps elicited during communication processes.
Expected surprise will be measured through relative entropy, as formalized by Kull-
back and Leibler. Under this framework above tolerance levels of expected surprise
can be considered informative signals. These signals can be used to coordinate, at
the group and social level, processes of revision of probabilistic expectations. When
above tolerance levels of uncertainty are explicated by agents through natural lan-
guage, in communication networks and public information arenas, uncertainty ac-
quires a -new- systemic role of coordinating device for the revision of probabilistic
expectations and the anticipation of expected utility.



Chapter 1. Uncertainty: reviewing the unknown

1.1 Introduction

"The fundamental principle underlying organized activity is the reduction of the
uncertainty in judgments”[1]

This article is a review and a synthesis of modern theories used to represent uncer-
tainty phenomena and to identify, measure, analyse and model its occurrence and
effects in - and beyond- economic affairs. In the following subsections, we introduce
the topics treated in uncertainty literature and formulate a set of research questions
and hypotheses, concerning the emergence and role of uncertainty.

A starting point: distinguishing uncertainty from risk representations

Uncertainty phenomena is often confused with the metaheuristics[2] used to rep-
resent, project and reduce uncertainty; among which, probability theory [3-5], as
formalized in Kolmogorov’s axioms [6], stands out as the formal system used to
quantitatively represent uncertainty. As we will show, the contemporary risk frame-
work[7-9], which is based on, but not limited to, probability theory, is used both
in scientific and business domains to jointly represent and reduce “quantifiable un-
certainties”. For those who know its axioms and methods, probability theory is a
powerful tool for mental representation[10, 11] and convergent thinking[12, 13], in
relation to repetitive decisions under imperfect information. In particular, proba-
bility theory appears to be useful for formalizing coherent systems of expectations,
to undertake and rationally justify decisions on the basis of the latter. However,
when ones” uncertainties, in relation to observed phenomena, are quantified and
analysed in a probabilistic framework, the resulting probabilistic representation is
not necessarily an exhaustive or unbiased representation of former uncertainties.
The methodological constraints of probability theory, as well as the chosen frame
of discernment, (re)determine uncertainties. Probability theory re-projects uncer-
tainties through its use. For example, non-exhaustivity may emerge in relation to
measures that are finitely and non-countably additive, which are not admitted in
probability-space based representation in the classical probabilistic framework: A
hypothetical “uniform distribution” over the set of natural numbers does not satisfy
the three Kolmogorov axioms[6]. Whereas, biasedness may emerge in relation to
the distinguishability requirement for events in the probability-space: The granular-
ity and dimensionality of a probability-space often depends on the characteristics
of sensory instruments used for observation, which by determining distinguishable
outcomes, project real world phenomena in a outcome space.

Uncertainty as a characterization of metacognition and communication processes

In the following sections, we will propose a re-examination of uncertainty phenom-
ena and theories from a metacognition and communication perspective[14, 15]. If
we trivialize the concept of metacognition, it can be described as a process through
which an aware agent elicitates and affects his belief system. Such a process has the
structure of an iterated circular process through which belief system reflexion and
reviewal are alternated[16, 17]. Communication is here defined in its more exten-
sive meaning, as described by Shannon and Weaver in their Mathematical Theory of

Talking About Uncertainty - Carlo R. M. A. Santagiustina 4



1.1. Introduction

Communication[18]: “All of the procedures by which one mind may affect another”

This definition of communication englobes any process through which meaning is
constructed, codified, transferred, decodified and used to review beliefs and expec-
tations [19-28]. As we will see, metacognition itself implies communication among
different cognitive levels. Communication characterizes also those situations where
the communication-related tasks are seen as instrumental or subsidiary to the ends
of the agent(s) that undertake(s) them. Any communication results in a change of
beliefs and uncertainties across coupled systems. In our review, we will illustrate ev-
idence in favour of the hypothesis that human agents knowingly use their metacog-
nitive and communication capacities to try to jointly reduce their beliefs related un-
certainties. In particular, in relation to the foreseeing of future states of the world and
the commensuration of the likelihood of future events. This activity is undertaken by
mentally speculating on, and anticipating the effects of, future events. By so doing
agents can represent the dynamics of the systems in which they operate and evalu-
ate what to do to render those systems, in actual or prospect terms, more favorable
or closer to ideal states. In neoclassical economics, the aforementioned mechanism
corresponds to the possibility of formalizing a probability space and maximizing ex-
pected utility conditional on probabilistic expectations. In our framework, changes
in uncertainty can, for example, be undertaken through communication occurring
in:

* Market transaction processes: through the enacting of each transaction and
determination of a price, a buyer (seller) comes to know that, under a given
"state of the world”, there is at least one seller (buyer) that values a good/ser-
vice less (more) than the transaction price. Where the price is identified with
reference to fiat currency, a numeraire, or, in case of a barter, of the ratio of
the cardinality of exchanged goods/services. If the transaction does not take
the form of a barter among goods/services that are to be consumed instantly
after the transaction, it is always conditional on beliefs of the transacting par-
ties concerning the foreseen utility and price of the exchanged goods/services.
Therefore, a result of market transactions is the redistribution across agents of
uncertainties and of their effects, in relation to foreseen utility and prices of
exchanged goods/services. The latter effects are implicit to any transaction of
goods/services that are not instantaneously consumed.

¢ Empirical and experimental evidence collection: each time an individual ob-
serves (samples) the state of a system in a natural (empirical) or controlled
(experimental) setting. We can consider observation a type of pull communi-
cation.

* Deliberation and communication about coordination devices: all those pro-
cesses used to generate or modify reference systems, common knowledge be-
liefs, expectations, conventions and metaheuristics, in particular, in relation to
the reduction of strategic uncertainty. Which are generally used for decision-
making, coordination, sensemaking, foreseing or anticipation purposes under
imperfect information;

5 Ca’Foscari University of Venice - Department of Economics



Chapter 1. Uncertainty: reviewing the unknown

Towards a cognitivist turning of uncertainty paradigms?

In our review we will explore the dominant paradigms proposed by economic, so-
cial, cognitive and information sciences’ literature. Studies in these research fields
appear to be edified on imperfectly overlapping assumptions on what uncertainty
is, and consequently, how to measure and model it. Their findings are comparable
only with respect to limited aspects, which we call the core of phenomenological
human uncertainty. We explore recent evidence and theorizations from the cogni-
tive sciences, which link human uncertainties to metacognitive and communication
processes[14-29].

Metacognition, uncertainty, beliefs and communication

As we will see, metacognitive processes can be considered particularly important for
economists in relation to those beliefs that are used to formulate and review proba-
bilistic expectations and to evaluate the degree of confidence attributed to them. At
a systemic level, expectation revision interdependencies emerge when agents elicit
and try to reduce uncertainty, at the group and social level, through communication.
As we will explain, uncertainties at the group and social level can be elicited, re-
duced and eventually resolved, through the communication of probabilistic expec-
tations. In this framework, a necessary condition for agent to exhibit uncertainty is
to be aware of the (non-null) divergence between alternative systems of probabilis-
tic expectations[30], for example the divergence between the prior expectations of
an agent of those of the agents with whom the former communicates. Such a diver-
gence can be considered a measure of the pressure for reviewing expectations, for
reducing expected surprise. Metacognition itself, can be considered a process of it-
erative and reflexive reconstruction of beliefs and expectations, based on controlled
communication between:

¢ Cognition: Lower level cognition implements the use of a belief system and
monitors its outcomes in terms of decision-making and sense-making;

* Metacognition: Higher (meta) level cognition controls and reviews the belief
system on the basis of information provided by lower level cognition;

Internal communication, between different hierarchical levels of cognition, uses as
support one’s belief system and retrieved memory based on the latter[31, 32]. Whereas,
external communication uses as support a portion of a shared environment, which
can be physical or virtual. The shared environment is transformed in a communica-
tion medium, i.e. a channel. This medium becomes object of the joint attention of
communicating parties. By joint attention we mean that parties simultaneously or
in alternance send probing impulses to the medium. The communication medium’s
state is used as a signal transmitting device. Therefore, the controllability of the
medium, in terms of costs for probing it and for switching among states; the cardi-
nality of the set of states; the saliency and distinguishability of states; the maximum
frequencies at which the state can be switched and the vulnerability/isolabilty of
the medium from noise are all key elements for the success of the communication
processes.

Talking About Uncertainty - Carlo R. M. A. Santagiustina 6



1.1. Introduction

Higher order beliefs that frame the understanding and role of uncertainty

As we will illustrate in the second and third section of our review, a large amount of
studies by psychologists [33-37] suggest that metacognitive processes are used for
the controlled revision of higher order beliefs. Through this review we will explain
why, beliefs of commensurability and ergodicity, are key concepts in the economic
debate about uncertainty, which profoundly differentiate the Neoclassical and the
(new)Keynesian uncertainty analysis frameworks. By commensurability, we do not
simply refer to meaning-invariance in relation to the observation of systems’ states,
dimensions and processes. Which can be defined in terms existence and identifica-
tion of coherent and invariant reference systems (vocabularies), measures and mea-
surands [38]. In our framework, rather that viewing the commensurability from an
epistemic perspective we evaluate it in relation to individual-specific belief require-
ments, which are the conditions considered jointly necessary for the quantitative
integration and/or comparability of specific sets of beliefs associated to sensory ex-
periences.

Commensurability can be seen as a composite belief attribute of sets of beliefs, which
represents the faculty of comparing, in quantitative terms, the perceptions of sensory
experiences considered distinct, phenomenologically speaking, but integrated in the
same belief system. Beliefs are considered commensurable when they are them-
selves believed to be comparable in terms of, one or more, shared (higher-order)
quantitative belief attributes. Where attributes represent original or projected per-
ceptual dimensions of sensory experiences. For example, under this approach, mar-
kets and observed (monetary) prices of goods/services, can be used by individuals
to reduce the uncertainties elicited for goods/services procuration. Where by procu-
ration we mean the process through which one may get hold of goods/services,
and, to dispose of them. Individuals become consumers precisely when they have
the possibility to simplify goods/services procuration through the use of a market
system that projects the material and immaterial costs to be sustained for the acqui-
sition of goods/services to a unidimensional proxy measure, making the costs of
goods/services mentally commensurable through a unidimensional common mea-
sure: prices. Without markets and observable prices for goods/services one would
be in the situation of having to mentally represent all alternative procuration tech-
nologies, i.e. multidimensional combinations of material and immaterial resources,
usable to obtain desired services/goods, with ensuing problems of commensurabil-
ity and uncertainty associated to the elicitation, comparation, choice and utilization
of these technologies. Similarly, beliefs of ergodicity concerning those systems in re-
lation to which one wants to formalize expectations, are also particularly important
in economics. Where by ergodic, we mean systems whose processes have “identical
time averages and ensemble averages"[39]. Ergodicity makes sampled observations rep-
resentative of the system’s actual state and phase-space densities, making possible
state learning and foreseeing. If one beliefs that some observed human systems are
incommensurable and/or non-ergodic, then, observational data concerning these
systems’ states cannot be, respectively, measured or used to forecast the states of
these systems. As we can see, higher order beliefs, especially those concerning com-
mensurability and ergodicity, may deeply affect the meaning and feeling of uncer-
tainty of human agents. These higher-order beliefs are particularly important for
economic research, because they make possible the construction of probabilistic ex-
pectations, which are used in neoclassical economic modeling of rational decision
making under imperfect information.
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Information-gap and expectations-gap related uncertainty

Through a review of recent literature we will identify two distinguishable but inter-
twined types of uncertainty that are particularly important in terms of their eco-
nomic implications. The first can be seen as the outcome of self-metacognition,
whereas the second one is the outcome of group and social metacognition. As
we will see, feelings of uncertainty that emerge in relation to expectation-gaps ev-
idenced during group or social metacognition processes, signal the degree of ex-
pected surprise conditional on one’s expectations and those communicated to the
latter by other members of a group, or, by his social network neighbours. Whereas,
feelings of uncertainty that emerge in relation to information-gaps during self metacog-
nition processes, signal the degree of surprise caused by new evidence conditional
on one’s prior beliefs. These two types of uncertainty are both elicited, reduced and
eventually resolved within metacognitive processes. As we will document, commu-
nication plays a crucial role in such processes. It is through metacognitive processes
that beliefs, like probabilistic expectations, are knowingly revised. We hypothesize
that uncertainty reduction is a fundamental characterization of human metacogni-
tion. Metacognition can be seen in this framework as a way to reduce uncertainty
by reviewing beliefs. Our vision is based on recent works by Golman and Lowen-
stein[40—42]. The axiomatic microfoundations proposed by Golman and Lowenstein
can be considered a cognitivist reframing of the concept of utility to englobe the ef-
fects of information-gaps and related uncertainty. Inspired by their framework, in
the last section we will explored how expectations-gaps related uncertainties may
be integrated in EU maximization models. These uncertainties are not considered in
the classical EU framework. They can be viewed as a way of integrating many of
the ideas behind the Keynesian concept of conventional expectations[43—-47] in the
Neoclassical EU framework.

Relative-entropy based measures of expectations related uncertainty

We show that, the above illustrated expectations-gaps related uncertainties, can be
measured through relative entropy, as formalized by Kullback and Leibler[48, 49].
Kullback-Leibler’s relative entropy is a generic measure of the divergence among
distributions that can be interpreted as expected surprise when applied to diver-
gence among pairs of probabilistic expectations of future events. Under this frame-
work social-metacognition can be seen as a coordination mechanism through proba-
bilistic expectations: by communicating and reviewing expectations, agents are able
to elicit and try to locally reduce, group or social uncertainties related to expectations-
gaps, while jointly maximizing their expected utility.

Expectations-gaps related uncertainty as a belief reviewing coordination device

Under this perspective states of uncertainty related to expectations-gaps can be con-
sidered individually and collectively informative signals, which, if explicited, can be
respectively used to coordinate, at the individual and group/collective level metacog-
nitive processes. When uncertainty states are explicated by agents through lan-
guage, in comunication and deliberation systems, uncertainty acquires a systemic
role of coordination device for belief revision. By being able to explicit and commu-
nicate (extreme or above tolerance) degrees of uncertainty to their peers, agents can
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request additional time, evidence and more/less intense, extensive communication
to better coordinate their revision of expectations and reuduce expected surprise. By
so doing they can facilitate the process of reduction of expected surpise, i.e. uncer-
tainty.

An economic re-reading of the role and effects of uncertainty aversion

To conclude, we will illustrate how, in the previously mentioned framework, by
maximizing a modified expected utility function, agents can jointly and optimally
modify through a unique mechanism:

¢ Their degree of expectation-gaps related uncertainty levels, or expected sur-
prise;

* Their probabilistic expectations of future events;

Such a mechanism implicitely contains the twofold identity represented by the sen-
tence having to learn, while learning to learn. Which in economic terms may be
summarized by the following concepts:

¢ Expected utility maximizers: Where, in complement to the standard charac-
terization of expected utility, the more agents are averse to expected-surprise,
the stronger will be their convergence towards the group/social probabilis-
tic expectations distribution. This, to reduce the disutility of expected-surprise
generated by the awareness of expectations-gaps, in relation to subjective prob-
ability of events, a linguistic partition of the future, communicated by other
agents. Where communicated expectations are sets of at least two subjec-
tive probabilities of events belonging to a representation/partitioning of the
phase/state space of a system;

¢ Simil bayesian social-learners: Human agents, by being able to integrate oth-
ers’ beliefs/expectations in their own, can improve their (expected) prediction
accuracy of future events, by minimizing expected surprise conditional com-
municated beliefs (priors) concerning the probabilities of future events. In sit-
uations where percepts (observational evidence) is distributed across a large-
world environment and locally observable, i.e. signals have limited duration
and/or intensity, agents, which can be seen as local sensors (subject to noise),
will percieve, process and integrate these local percepts in their beliefs. Agents
can also (indirectly) learn about events in a large-world through percepts that
are not directly accessible to them, by means of a iterated communication of
beliefs, in particular expectations, among neighbouring agents. In this frame-
work expectations, which are probability distributions over future events con-
sidered possible, are informative representations of locally pre-processed per-
cepts and prior communications of expectations among neighbouring agents;

As we will see, our expectations-gaps uncertainty measurement approach appears
to be particularly well suited for empirical studies in those domains of knowledge
that have to do with multi agent network systems. In particular, situations in which
the payoff of agents, or their expected utility, may -also- depend on the degree of
convergence among agents’ beliefs (expectations) and preference relations for hy-
pothesized future events. For example, in those economic and financial empirical
applications in which uncertainty concerning expectations, and their distribution
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across agents cannot be observed directly, but where it plays a relevant role in deter-
mining observed outcomes and/or prices, as well as their volatility.

Why have we evolved to feel and communicate uncertainty: on the informative
and coordination value of uncertainty

To conclude, we will review main findings and give an intuitive explanation of why,
under our perspective, in which uncertainty is related to the degree of expected sur-
prise due to expectations-gaps, the public communication of uncertainty states can
be considered a coordination strategy for group or social-network beliefs revision.
Especially during those events that jointly change, for a large share of the agents in
a group or social network, the foreseen conditional utilities and probability distribu-
tion for a large subset of possible outcomes in the event-space. For example, when
the United Kingdom’s EU referendum results, or, the victory of Trump in the 2016
United States’ presidential elections were communicated to the worldwide public.

1.1.1 Summary of objectives and research questions

Our main objective is to outline, through a review of existing works, the characteris-
tics and effects of uncertainty phenomena in relation to markets, expert judgements
and communicative/deliberative arenas. In addition, by reviewing literature on the
issue, we want to highlight the pros and cons of the methods that have been identi-
fied and used to model and measure uncertainty and uncertainty aversion. Finally,
we wish to expose and enrich the metacognition-communication uncertainty frame-
work, by integrating it to literature about information-gaps and expectations-gaps,
which, under specific conditions and assumptions, allows us to model and measure
individual, group and social uncertainty. Here follow our main research questions:

1. How uncertainty has been conceptualized in modern times?

2. What is the relation between choice difficulties, indifference and uncertainty?
3. What is the relation between uncertainty and risk?
4

. How uncertainty has been conceptualized in contemporary economics, infor-
mation sciences and cognitive sciences?

o1

Which relation exists between uncertainty and information?

6. What do those formal representations have in common and in which terms do
they differ?

7. Can we represent human uncertainty in terms of belief related entropy and
relative entropy?

8. How is our uncertainty reshaped through metacognitive processes?

9. Can public communications of states of uncertainty expressed through natural
language be used as a signals of expectations-gap related uncertainty?

10. What is the relation between expectations communication, expectations-gaps,
group/social metacognition and uncertainty?

11. In which terms individuals” uncertainty is linked to the updating of their be-
liefs and maximization of their expected utility?
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1.2 Conceptualizations of uncertainty in literature

In the following subsections we will highlight the emergence, drifts, transformations
and crisis of uncertainty paradigms[50] in economics and neighbouring disciplines,
which study the role and effects of uncertainty in human cognition and behavior.
We would like to acquire knowledge about uncertainty states, by identifying a sta-
ble reference relation between representations of uncertainty and uncertainty phe-
nomena in the human world. However, the condition for the very existance of
-intertemporal- knowledge concerning human uncertainty phenomena, in a factive
sense, is that there must exist an objective truth to discover that mustn’t be influ-
enced by the observer: some general relation between observed states of uncertainty
of agents in isolation, in groups, in networks, or in societies non conditional on the
observer, as if the former where closed and isolated systems. The aforementioned
feature of knowledge is very rarely observed in practice, in particular with reference
to uncertainty phenomena. Because, theories and models of uncertainty do not sim-
ply measure states of uncertainty, they try to reduce uncertainty concerning these
states by imputing uncertainty to specific causes, for example the existence of noise
or random perturbations. In the sections that follow, we will progressively try to ex-
plore and illustrate alternative methods and sources, that we can use to extract local
knowledge concerning uncertainty states of human agents, that can then be aggre-
gated at the desired level and frequency. Methods which, differently from the EU
theory and risk aversion measures, do not seek to extract intertemporal "truths" con-
cerning agents behaviour when facing uncertainty, but, which can be used to observe
contingent states of uncertainty through (public) communication systems. The lat-
ter may be used to characterize and describe individual and aggregate uncertainty,
when analyzed or modeled in the short or very short term, with data aggregated at
high (day) or very high (infraday) frequency.

We will start our review by illustrating modern works on uncertainty. Then we il-
lustrate contemporary research on the issue starting from economic research fields,
where we highlight differences between Neoclassical and Keynesian theorizations of
uncertainties. Finally, we expose studies about uncertainty from the cognitive and
information sciences. This second section is an essential building block for iden-
tifying the frontiers of existing frameworks for the analysis and measurement of
uncertainty in economic studies. Through our review we will outline the common
findings and gaps of existing research.

Given the space constraints of this article, the works presented in the following sec-
tions are not exhaustive of their fields of research. The amount of work produced
in the aforesaid areas is so large that some relevant works may have been omitted,
we apologize with authors for eventual omissions. Our aim is to build a review, as
much as possible, representative of open or unresolved research questions in relation
to market agents’ uncertainties, their measurement, and, on the relation between the
latter and observed aggregate market phenomena.

1.2.1 On the modern understanding of uncertainty

The reflections on classical and modern economic thought that will follow are only
a small window on the economic world and theoretical paradigms of the last four
centuries. Despite their non-exhaustiveness, these reflections allow us to show to
which extent uncertainty has always been a fundamental aspect of economic affairs,
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and, associated theoretical representations. We have voluntarily omitted Keynes
from this subsection, because, even if he was a contemporaneous of Knight, we con-
sider his thoughts, as well as raised questions related to uncertainty phenomena
closely related to very recent economic debates on human uncertainty, and, to the
(re)emerging of uncertainty analysis paradigms alternative to the neoclassical risk
framework.

Dubium existentiae

The importance of the state of uncertainty for the revision of higher order beliefs
and for the reconstruction of knowledge and belief systems was highlighted since
the seventeenth century by Descartes. In his Meditations On First Philosophy[51] he
stated that "Although the utility of a Doubt which is so general does not at first appear, it is
at the same time very great, inasmuch as it delivers us from every kind of prejudice [...] if I
am able to find one some reason to doubt, this will suffice to justify my rejecting the whole”.
Descartes had a very stylized vision of his own beliefs, probably due to his radical
“confidence in rationality"[52]: he considered himself able to control his own proposi-
tional attitudes, through his -at will- capability of doubting about them and applying
reasoned thought to test propositions and by so update his belief system. However,
even though he knew that some of his beliefs were based on “opinions, in some mea-
sure doubtful [i.e. prepositions possessing a propositional attitude belief attribute that is
neither true nor false]”, if these were “at the same time highly probable, so that there is
much more reason to belief in than to deny them” he considered them appropriate to be even-
tually used as "masters of [his] beliefs”, and claimed that he would never lose “the habit
of deferring to them or of placing [his] confidence in them”[51]. Descartes was certainly
one of the first to grasp and express the idea that one’s propositional attitudes, may
admit higher order belief attributes, which not necessarily must be binary. Higher
order beliefs trough which one can, for example, represent the truthfulness, the de-
gree of confidence, the plausibility or the probability of a preposition, belonging to
one’s belief system. Descartes also understood that, by voluntarily doubting, i.e.
activating metacognition, one could put under the lens of reason propositions and
beliefs, and by so doing, update his own belief system. Under the aforementioned
perspective belief systems are used in all cognitive processes. Uncertainty, signals
that the belief system is object of potential revision during a metacognitive process.
Uncertainty is for this reason described as a state in which an agent is reluctant or
unwilling to use his belief system for formulating expectations and taking relevant
decisions.

Paradoxon cognitionis et exspectationis humanae

Seventy years later, in 1713, the mathematician Nicolas Bernoulli explicated his un-
certainty in relation to the St. Petersburg paradox through a letter[53] written to his
friend Pierre Rémond de Montmort. The St. Petersburg paradox is a lottery with
an infinite mathematical expectation, valued a limited amount of money, i.e. a finite
certain equivalent, by market agents while facing decision-making under risk.

Such a lottery made Bernoulli doubt of the reasonableness of the usage of math-
ematical expectation for the valuation of price lower-bounds for monetary lottery
tickets. When knowledge generates anomalies in relation to evidence and intuitive
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thinking, paradoxes emerge together with metacognition. In such situations, hu-
mans start doubting, collecting additional evidence, and, if evidence is insufficient
to collapse to a coherent and justified representation from which derive an optimal
choice, by speculating and simulating on possible representations and models of
reality one may find a representation, which fulfils better than the others, choice jus-
tification requirements and criteria of the thinker. Bernoulli was certainly a clever
mathematician, but, despite his doubting and thinking, he was never able to for-
malize a solution to the St. Petersburg paradox. However, this paradox revealed to
be the cognitive fuel used by the spark of human reason, embodied by Bernoulli’s
cousin, to bring to light the foundations of the neoclassical theory of decision mak-
ing under risk: the expected utility hypothesis. In 1738, Daniel Bernoulli[54], cousin
of Nicolas, exposed for the first time a mathematical function that discounted, in
utility terms, the expected value of lotteries over monetary payoffs, to account for,
and represent, some stylized facts concerning observed bets and human preferences
among alternative lotteries, later conceptualized as the risk aversion of individuals.
The die of the paradigm of expected utility was cast.

Aporia et indifferentiae oeconomicas

One century later, William Stanley Jevons summarized, in his Brief Account of a Gen-
eral Mathematical Theory of Political Economy[55], an extremely refined and modern
view of the role of uncertainty in economic affairs. Not only Jevons was a precur-
sor of the quantitative and cognitive turn of economics, he affirmed that feelings
are "quantities capable of scientific treatment”, but also, he claimed that "every expected
future pleasure or pain affects us with similar feelings in the present time, but with an inten-
sity diminished in some proportion to its uncertainty and its remoteness in time”. Through
his words Jevons grounded the intuition behind the hypothesis that people discount
utility on the basis of the granularity and saliency of their (beliefs of) knowledge
concerning future situations and their foreseen utility:

¢ (I) foreseeing horizon distance: The more the foreseen horizon is remote, in
terms of time distance and prototypicality;

¢ (I) complexity and non-ergodicity: The more a situation appears to be in-
determinate, non-ergodic, incommensurable or complex to be mentally repre-
sented in terms of utility and probability of events;

¢ F(LII) representativeness and coherence of the belief system: The harder will
result the process of mental speculation, modeling, simulation and accounting
of all possible combinations of actions and effects;

¢ G(F(LID) foreseen utility intensity: The higher will be the "discounting rate"
of the foreseen utilities at a given time/situation horizon;

Jevons had also understood that “all the critical points of the theory [of economics] will
depend on that nice estimation of the opposing motives which we make when these are nearly
equal, and we hesitate between them”. We may call the latter, situations of rational doubt
or uncertainty related to the incapacity to consider one alternative strictly superior
to all others. According to Jevons, the incapacity to discriminate prospects in terms
of utility was seen as a critical point, because it was a possible source of cognitive
difficulties in real life, and possibly, random behaviour.

Today, it is considered socially acceptable that, if one is indifferent among a series
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of choice alternatives, he may choose by undertaking a random choice among alter-
natives considered equally good and superior to all others; however, at the time of
Jevons, random choice, even between a small subgroup of choice alternatives, still
appeared to lack the requirement of justifiability, to oneself and to others, both in
moral, volitional and rational grounds. From a rational perspective, when two or
more alternatives, superior to all others, are considered equally good, if time con-
straints are not binding, there is an alternative mechanism to random choice that is
strictly superior to the latter from a global efficiency perspective.

The superior solution consists in exploiting the full information extraction potential
of the choice, by decomposing it, and, delegating or selling the sub-choice among
alternatives considered equally good and superior to all others to someone that is
willing to bear it, or even better, to pay for it. If there exists an individual that values
positively the possibility of undertaking the sub-choice and will buy it, or accept to
undertake it, it means that the latter will be able to extract some additional utility
through the same choice. Therefore, by decomposing choices when one encounters
a situation of indifference, allows the extraction of additional utility from the initial
choice. Utility that would otherwise be lost in case of a random choice between in-
different alternatives superior to all others. This until the full information and utility
extraction potential of the choice is "consumed". As a result, if time constraints are
non binding, random choices are effectively a-priori non-optimal choices.

At the time of Jevons, if one found himself in such a situation of indifference, choice
was generally postponed until one of the alternatives would reveal to be strictly
preferred with respect to others. The latter perspective results particularly interest-
ing if we understand that under this conception, indifference was seen as relative/-
conditional to beliefs of imperfect information and a too weak or absent volition.
Therefore, by undertaking a random sub-choice, the utility, volitional and informa-
tion extraction potential of the choice is inefficiently used. Such inefficiency may
appear small to us, but was considered a very serious waste in a society in which
information, as well as resources were extremely scarce; situation that, excluding
the last century, has always been the norm in human societies. For this reason indif-
ference, which was considered caused-by unresolved uncertainties, themselves due
to weak (choice) volition, lack of information and/or poor cognitive and metacog-
nitive capacities, shouldn’t be settled by random choice. Under this perspective,
indifference characterizes situations where utility differences among alternatives do
not exist in observable terms, however, they may exist in the latent information and
utility space that hasn’t yet been commensurated by the decision-maker. In such cir-
cumstances situations of indifference may be metaphorically assimilated to Pandora
boxes, potentially full of unexpected externalities, in terms of (dis)utility and sub-
efficient information extraction. The latter situations, can be also resolved through
communication or additional information retrieval, to explore the latent information
and utility space of oneself and others hence involved in the decision, refining the
grain of human representations and knowledge of each other. In general, through
communication and information retrieval, preference relations that may initially ap-
pear to be indifferences become, sooner or later, strong. Indifference can hence be
a signal of information and utility extraction global sub-efficiency, which generally
emerges in relation to situations of decision-making under uncertainty: when one
undertakes a choice among alternatives temporally or cognitively very remote com-
pared to contingent, observed or experienced states of the world, his representation
of the state-space will likely exhibit poor granularity. If one uses a thick grained rep-
resentation to commensurate differences in the foreseen utility among alternatives,
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alternatives may appear as equally good/preferred only because the information
set used to compare them is too little to distinguish their actual differences in terms
of utility. Knight, whose thoughts on uncertainty will be mentioned in detail fur-
ther in this section, also discussed this issue and considered it one of the channels
through which the economic effects of uncertainty phenomena were amplified and
propagated through markets[1].

Last but not least, Jevons anticipates, through a written intuition, some findings
from a field of economic research, related to uncertainty and expectations, that will
emerge more than a century later, that of anticipated utility[56-60]. He claimed that:
"we must carefully distinguish actual utility in present use from estimated future utility,
which yet, by allowing for the imperfect force of anticipation, and for the uncertainty of
future events, gives a certain present utility”. In his view, utility could be anticipated by
individuals precisely through the foreseeing of future utility. We will return to this
issue later on when we will discuss the advantages and disadvantages of foreseeing
the future and formulating probabilistic expectations of future utility levels.

Adaequatio intellectus nostri cum re

Close to the turn from the nineteenth to the twentieth century, William James, a
radical empiricist that laid the foundations of modern psychology claimed[61] that
the concept of consciousness was “on the point of disappearing altogether”. According
to his view, consciousness was about to be rendered, by modern science, epistem-
ically obsolete through direct empirical observation, measurement and analysis of
perceptual phenomena. James questioned the very need to continue to assume the
existance of consciousness, as a necessary tool to explain doubt and uncertainty, in
line with this thought, he considered consciousness a non-entity[62].

William James had identified a more practical role for doubt and uncertainty, closely
related to theoretic rationalism. According to James, consciousness was a casing
layer for world-views based on theoretic rationalism, which he described as the “the
passion for parsimony, for economy of means in thought” and the ensuing “habit of ex-
plaining parts by wholes”[63]. Under this perspective, rational world-views are used
to give relief to the overwhelming process of empirical contemplation of the “richness
of the concrete world”, through which humans’ percepts incessantly inspire a multi-
plicity of inconsistent views of the world, with “little pictorial nobility”. According
to James, rational world-views, emerge and are revised for practical inter-individual
and intertemporal coherence purposes, linked to people’s preferences to jointly re-
duce actual and expected surprise, i.e. uncertainty.

James related uncertainty to the feeling of unrest, surprise and uncontrollability, and
claimed that, through rational world-views, humans can temporally “banish uncer-
tainty from the future”, and by so doing, their “feeling of strangeness disappears”. James
represented rational sense-making as a distributed and modularized form of theo-
retical substitute for perceptual reality[64], which could be used to limit and reduce
uncertainty created by empirical analysis and reflections on new percepts. Rational
sense-making alleviates extreme surprise because individuals come back into the
concrete from [rational] journey into these abstractions, with an increase both of vi-
sion and power[63]. According to James single perceptual “experience in its immediacy
seems perfectly fluent”, it is in relation other percepts and their joint explanation that
uncertainty emerges. Therefore, rational sense-making can be considered a process
of ex-post imputation of percepts, or empirical evidence, to modularized theoretical
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representations, related to the objectification of percepts, in beliefs and knowledge
systems, through a rational sense-making framework[65]. Its difficulties are rep-
resented by regret and residual uncertainties, which are themselves attributed by
rationality to exogenous factors and noise.

If we transpose James’ view of rational sense-making to contemporaneous economic,
cultural and scientific environments and institutions[66] and their specialization by
functional fields of knowledge, theoretic rationalism can be considered an instru-
ment used to reduce human uncertainties by minimizing the duration, extension
and diffusion of rational world-views reviewing processes when new empirical ev-
idence is collected by agents and groups. The former process is undertaken by at-
tributing actual and expected uncertainty conditional on new evidence, to existing
theoretic representation modules, eventually reviewed, when considered rationally
convenient, for the reduction of actual and prospected surprise, i.e. uncertainty. The
task of maintaining, communicating and eventually reviewing theoretic representa-
tion modules is entrusted to individuals and groups experienced and functionally
specialized in the reduction of uncertainty generated by percepts in a specific area
of the perceptual-space; and eventually, if uncertainty resolution is impossible, to
exogenous factors and noise.

Cogito incertum et opus incertum

In 1921, Frank Knight[1] dedicated the third part of Risk Uncertainty and Profit to
the analysis of the “conditions of existence” of uncertainty in economic affairs. Accord-
ing to Knight, uncertainty in economic affairs encompasses the problem of estima-
tion of the expected utility of alternative money usages/allocations. He is one of the
tirst to expose a systemic and epistemological representation of human uncertainty
phenomena. In his writings he claimed that such a state is intrinsic to the application
of the "dogma of science” to the understanding and anticipation of cause-effect rela-
tions in a indeterministic and ever changing universe, which enables the possibility
of incurring in a "knowledge paradox”, i.e. a state of radical uncertainty:

"Change of some kind is prerequisite to the existence of uncertainty [.. and] change in some
sense is a condition of the existence of any problem whatever in connection with life or
conduct, and is the actual condition of most of the problems of pure thought[...] The
existence of a problem of knowledge depends on the future being different from the past,
while the possibility of the solution of the problem depends on the future being like the
past.[...] The point for us here is that change according to known law does not give rise to
uncertainty.[...] But the process of formulating change in terms of unchanging "laws”
cannot be carried to completeness, and here our minds invent a second refuge to which to
flee from an unknowable world, in the form of the law of permutations and combinations. A
law of change means given behavior under given conditions. But the given conditions of the
behavior of any object are the momentary states and changes of other objects. Hence the
dogma of science, that the world is "really” made up of units which not only do not change,
but whose laws of behavior are simple and comprehensible. But it is contended that there are
so many of these units that the simple changes which they undergo give rise to a variety of
combinations which our minds are unable to grasp in detail. We have examined this dogma
and been forced to the conclusion that whatever we find it pleasant to assume for philosophic
purposes, the logic of our conduct assumes real indeterminateness|...] Real
indeterminateness, however, gives mind a new means of prediction, through grouping
phenomena into classes and applying probability reasoning. This device enables us to
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predict what will happen in groups of instances|...] this method also has its limits. Both
methods in fact, prediction by law in individual cases and by probability reasoning in
groups of cases, have rather narrow limitations in everyday life in consequence of the
organic costs of applying them and the time required to get the necessary data; both outlay
and time are commonly much greater than circumstances will allow us to consume in
deciding upon a course of action"[1]

The indeterminateness mentioned by Knight is not necessarily intrinsic to the phys-
ical world but results from beliefs that are the outcome of interactions and coordina-
tion among agents, and between the latter and their local information environments.
In addition, Knight claims that certain factors like the “inflexibility of prices, due to
habit, indifference, rounding off of figures” may "aggravate the effect of uncertainty” and
disturb the adjustments towards theoretical market equilibrium conditions, as well
as the functioning of market clearing mechanisms themselves.

1.2.2 Uncertainty in contemporary economic literature

Since the formalization of the Von Neumann-Morgenstern (VN-M) expected-utility
(EU) hypothesis[67], the economic study of uncertainty has been superseded by that
of risk. In the VM-N EU theory, risk characterizes environments with imperfect in-
formation concerning the states of world. It is a problem of optimal inference in
a resource and information constrained environment. Through our review we will
briefly describe the EU theory in its objective and subjective probability version, as
well as their violations, like the paradoxes identified by Allais and Ellsberg, together
with some extensions and revisions, like cumulative prospect theory[68]. As we will
point out, the VN-M EU theory has contributed to the advancement of almost all
disciplines that study uncertainty from the risk perspective, ranging from finance
to engineering. However, uncertainty phenomena and its analysis is not confined
to the risk framework. Therefore, to enrich our understanding of uncertainty, we
will also review alternative theories and representations of uncertainty in decision
and sense making. We summarize the main differences in the hypothesis of these
theories of uncertainty, with particular attention to those proposed in recent times in
Neoclassical and (new)Keynesian economic works. As we will see, the search lines
that emerged from the Knightian/Keynesian and the Von Neumann Morgenstern-
Savage paradigms are extremely different, also within each framework some rele-
vant differences exist and will be highlighted in the following sections. Since the
former theoritic frameworks are based on non perfectly translable assumptions and
reference-systems, they are not necessarily comparable and integrable.

The expected-utility framework and its normative effects on uncertainties

The Von Neumann-Morgenstern expected-utility (EU) hypothesis[67] is a formal
theoretical framework used to describe, compare, aggregate and compose risky prospects,
and to evaluate agents’ preferences among them. It is based on Kolmogorov’s first
order probability axioms[5, 6, 69] and on an axiomatic representation of market
agents as resource constrained objective function maximizers[70]. In this framework
uncertainty is seen as a consequence of randomness or chance. Randomness is de-
finable as a indeterministic perturbation or noise affecting a system or a process.
However, behind random noises and stochastic perturbations may be hidden some
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non-linearities or chaos in the dynamics of deterministic systems[71, 72], which, by
being open, or, computationally too complex or too costly to commensurate, are rep-
resented, for convenience or necessity, as random noises or stochastic processes. One
may be unaware, or, deny for convenience or epistemic strategy[73], that the "fog of
randomness“[74] in his perceptual experience may (also) be due to random noise or
stochastic perturbations in his sensory and cognitive states, while probing a system
through observation.

Therefore, not necessarily randomness in a representation is isomorphic to the phe-
nomenon it refers-to. For example, one may consider randomness:

1. Asa characteristic of a system /process observed in isolation, under all possible
conditions, or, under specific conditions, of the observed system/process;

2. As a characteristic of an observed (non isolable) system/process, in relation to
its, conditional or unconditional, coupling with other systems/processes;

3. As a characteristic of the observed system/process in relation to its observer(s),
under specific conditions, or, under all possible conditions, of the observer(s),
of the observed system/process, or, of the observation process;

4. As a characteristic of the observer(s) in relation to the observed system/pro-
cess, under specific conditions, or, under all possible conditions, of the ob-
server, of the observed system/process, of the observation process;

5. As a characteristic of a set of observations in relation to the observer(s), under
specific conditions, or, under all possible conditions, of the observer, of the
observed system/process, of the observation process;

6. As a characteristic of a set of observations in relation the observed system /pro-
cess, under specific conditions, or, under all possible conditions, of the ob-
server, of the observed system/process, of the observation process;

7. As a characteristic of a set of observations in relation to, the whole reference
population, or, the complement of that set;

These distinctions are not trivial from the point of view of possible effects resulting
from the imputation of the belief attribute of randomness to a specific representa-
tion of a phenomenon. In addition, one may also mentally represent randomness as
a particular combination or composition of the above characterizations.

For example, if one accepts, by default, the hypothesis (1) that noise or stochas-
tic perturbations characterize an observed system/process, independently from the
observer(s) and from the observation processes, a belief-mantle of objective external
randomness shapes the representations of that system/process. This belief-mantle,
can push one to consider the dynamics of such system/process a-priori indetermin-
istic. Under the acceptance of any (non degenerate) randomness hypothesis, future
states of the world cannot be forecast with certainty. Agents who attribute a random-
ness belief to their representations of a system/process, may however have the ne-
cessity or preference to foresee possible states/outcomes of a system/process, and,
through the latter, make a-priori rational decisions under randomness-related un-
certainties. The EU hypothesis is a normative framework, which formally describes
a way of representing and dealing with the aforementioned decision-making situa-
tions.
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In works belonging to the objective EU framework, uncertainty is assimilated to a
particular type of randomness, called chance and linked to the frequentist concep-
tualization of probability[75, 76]. In this framework the facing of risky prospects
is considered an objective fact. Risky prospects are lotteries/gambles over known
monetary outcomes, with known probabilities. Where objective probabilities are
limiting relative frequencies of the outcomes of an idealized infinite repetition of
the same statistical experiment, i.e. the lottery. The only information that is sub-
jectively commensurated in the objective EU framework is one’s utility function, all
other things beeing seen as external, objective characterizations of a system/pro-
cess whose state/outcome is uncertain only to the extent that it is assimilated to
a random draw from a known probability distribution, over the space of possible
events/outcomes. In the objective EU framework, agents try to behave a-priori opti-
mally, from a normative rationality perspective, by allocating their resources among
available lotteries in such a way that, the resulting composite lottery, is the preferred
probability distribution among all possible ones, over one’s future earnings, i.e. the
distribution that maximizes expected utility.

In situations where:

* One faces a choice among known lotteries, or, a money allocation choice among
known lotteries;

¢ Probabilities of monetary outcomes for each lottery are objectively known, or,
believed to be objectively known in terms of physical propensity of a phe-
nomenon;

* One is able to commensurate the utility of any possible monetary outcome of
original lotteries and all possible composite lotteries;

* The same choice among lotteries is repeated a very large or infinite number of
times, to "activate" the law of large numbers;

¢ There is no path dependency from a choice to another, i.e. money and utility is
not transferable across lottery choices;

Choosing how to allocate money among lotteries on the basis of the axioms of ratio-
nality is, in objective terms, an optimal rational strategy to pursue if all the above
conditions are met. Unfortunately very few real-world situations of uncertainty
comply jointly to these conditions. To extend its applicability, if physical theory
justifies it, one may switch from a frequentist view to a physical propensity view of
probability[77], which renders, in rational terms, EU maximization an a-priori opti-
mal strategy even if the same choice is undertaken once: when the physical propen-
sities of the considered phenomena are (hypothesized to be) known, objective EU
maximization becomes rationally optimal also if applied to single events. To make
the EU theory even more "adherent to reality", in terms of its representativeness of a
larger number of real-life situations of uncertainty due to imperfect information, as-
sumptions concerning the objectivity of probabilities can be further soften through
the, so called, subjective probability framework.

In works belonging to the subjective EU framework[78, 79], pioneered by Leonard
J. Savage[80] in 1954, the probabilities of occurrence of possible outcomes/events
are subjectively commensurated and represent the belief attitude vis-a-vis a given
phenomenon[78]. Probabilities in such setting must still be comparable, numeric,
exhaustive and comply to Kolmogorov’s axioms of probability. As pointed out by
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Suppes[81], in the subjective EU framework “probabilities are measures of degree of be-
lief”. Uncertainties can be therefore transformed in risks by associating probabilities
to foreseeable events. In the subjective EU framework, uncertainties are jointly com-
mensurated and projected to a consistent representation through a probability space,
and then, collapsed to an optimal choice through the maximization of an objective
function. Objective function that represents the expected utility of an agent, which
is given by the sum of the utility of each possible event/outcome multiplied by its
subjectively commensurated probability.

In the years that followed the axiomatization of the EU hypothesis, the risk frame-
work was object of a huge number of accrual contributions, in particular after its
subjectivist turn. The subjective EU framework rendered risk phenomena some-
thing that extends from the physical world to the cognitive and metacognitive do-
main of mental representation and commensuration of probabilities. As a result of
the accademic attention devoted to this framework, a great amount of empirical and
experimental evidence was collected to test the EU hypothesis, systematic deviations
from the theory and violatons were observed and explained:

¢ The so called EU paradoxes[82, 83]- for example: The Allais paradox, which
revealed inconsistencies of lottery choices in the vicinity of certainty that vio-
lated the independence principle of Savage; the Ellsberg paradox, which showed
that not all uncertainties are representable in the EU framework, because, re-
gardless of one’s utility function and ensuing risk aversion, all individuals ap-
pear to prefer lotteries with precisely known odds. They are averse to lotteries
with partially-specified or ambiguous probabilities. Through these paradoxes,
the existence of more radical and higher order uncertainties, which cannot be
assimilated to risk, were revealed;

* The so called EU fallacies[84-88]- for example: Samuelson’s fallacy of large
numbers, as well as its extensions and revisions, demonstrate that, unless there
is no path dependency and the same choices among lotteries are repeated a
large/infinite number of times, normative rational choices are not a rational
decision-making instrument: maximizing the geometric mean of utility out-
comes in long sequences of investing or gambling is not an optimal choice for
maximizing one’s utility in expected terms;

¢ Evidence against the EU hypothesis assumptions and implications[89-96]-
for example: There is evidence that expected-utility theory makes incompatible
predictions about the relationship between risk aversion over modest stakes
and that over large stakes, and that therefore, it doesn’t provide a plausible
and coherent account of risk aversion over all scales of stakes; a large number
of experimentally observed inconsistentencies with the EU hypothesis, in par-
ticular choice reversals, have been identified by psychologists and mapped to
a series of possible heuristics used to choose among lotteries, some of which
will be described later, and biases, explainable in terms of non-observable cog-
nitive and computation costs, indifference, misunderstandings and misrepre-
sentation of incentives and probabilities;

Despite critiques to the EU framework, both as explanatory and normative theory of
human decision-making under uncertainty, its axiomatic and probabilistic founda-
tion became the most common formal-language used for risk-analysis and decision-
making under imperfect information. Nowadays, a great number of highly-qualified
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professional categories systematically employ it, as a formal representation and be-
lief frame, in decision-making and sensemaking processes under uncertainty; mak-
ing our human world look like an ever-growing risk society[97-107]. As a result, on
a daily or infra-day basis real-world uncertainties are quantified by risk experts, ana-
lysts and automatized algorithms, who, on the basis real-world real-time data, com-
mensurate subjective probabilities of events, and, represent real-world situations as
lotteries over an (imagined or inferred) outcome/event space. Outcome/event space
that can also be multidimensional, and, which can range from monetary payoffs to
number of civil casualties per square mile. Multidimensional outcomes are then
collapsed through a multi-criteria objective function, to identify the system gover-
nance/control strategy whose outcome is preferred by the decision maker, given
his elicited choice criteria. The subjective EU framawork has become, thanks to its
elasticity, the dominant building-block of representations and justifications of the
behavior of human agents not only under risk, but also under uncertainty.
Expected utility, together with its extensions, generalizations, concepts and mea-
sures of risk aversion, has reached, in the past half century, such a degree of diffusion
among human agents and organizations that it has become the conventional uncer-
tainty representation paradigm[10]. Subjective EU theory has also been employed
and extended, sometimes inappropriately, to fit to practical purposes that go far be-
yond the field of economic research and theorizations: by banks[108], brokers[109],
insurance companies[110], investors[111], central banks[112], financial market vig-
ilance authorities[113], managers[114] and judges[115]. The usage of risk-aversion
related concepts in a court ruling case[115] is probably the most revealing example
of the diffusion of the aforementioned framework and emergence of an ideological
risk-frame used to confront with uncertainty and its effects: in 2013, the Court of Ap-
peal of Milan ruled that a bank, operating in Italy, had to reimburse one of its clients
for an investment gone bad, because the investment, a swap contract, accepted by
the client wasn’t compatible with his degree of risk aversion, even though the latter
had read and signed the contract. The bank’s fault consisted in the omission of a
formal process for the elicitation of the degree of risk aversion of the client before
proposing such a high-risk propensity preference investment. As the above example il-
lustrates, what was at first only a hypothesis has progressively become a normative
theory[79, 116-119] and a modeling convention that can be used to ground and jus-
tify actions and decisions with uncertain outcomes on basis of the axiomatic founda-
tions of neoclassical economic theory, the so-called rationality axioms, and, resulting
claims of rational optimality, or, of deviations from the latter.

We hypothesize that the EU framework, as well as other risk theories based or in-
spired by the EU hypothesis, became so widely acknowledged and employed by
analysts, market agents and judges, not only because they are believed to be an
adherent-to-reality formal representation of the behaviour of human agents while
facing risks; but also because such a framework can be used as a metaheuristic to
actually face uncertainty, and, face stakeholders and people that bear externalities,
when having to justify a choice under metacognitive uncertainty. We hypothesize
that the subjective EU framework, its extensions, as well as other normative theories
of optimal decision making under risk or uncertainty, can be used as a metaheuristic
for:

¢ Information extraction, elicitation and signaling conditional on beliefs of
rationality and common knowledge of probability spaces. For example: to
infer the degree of (absolute, relative) risk aversion from observed choices un-
der (known) risky prospects, conditional on the EU hypothesis being true and
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knowing the probability space used by an agent; to measure the probability of
observing a specific set of evidence (choices) made by an agent conditional on
the EU hypothesis being true; to signal rationality through choices under risky
prospect uncertainty;

* Reducing the costs of decision-making and justification, under any type of
uncertainty, by bringing a decision into the subjective EU framework. For
example: by simulating or randomly generating missing information that is
required to use the EU framework, like a subjective probability space, and/or,
a choice space, and/or, an objective function. Once an agent disposes of this
information he can choose, as a EU maximizer would do, and simultaneously,
has all the information necessary to explain, to himself and to others, the ratio-
nal grounding arguments in favour of his action;

* Create ex-post rationality illusions, or, narratives of rationality for conve-
nience and justification purposes. For example: to justify a decision, or, to
hide information concerning the probability-space, utility function or criteria
an agent actually used to choose among alternatives, by identifying all the pos-
sible combinations of utility functions and subjective probability spaces that
can justify a posteriori a decision on the grounds of its compatibility with the
EU hypothesis; to infer, a posteriori, which combinations of probability spaces
and utility functions maximize the probability of EU hypothesis being true
given an observed (set of) choice(s) that have been previously undertaken;

Rabin[94] pointed out that theories of risk attitudes can reveal to be useful proce-
dures, or metaheuristics, for reducing or neutralizing risk aversion. In addition, as
remarked by Painter[120], the risk framework shifts the frame and attention of de-
cision makers and stakeholders away from the belief that “decisions should be delayed
until conclusive proof or absolute certainty is obtained (a criterion that may never be satis-
fied), towards timely action informed by an analysis of the comparative [expected] costs and
risks of different choices and options”, which is somehow related to the point made by
Javons, and described in the previous subsection, in relation to what indifference, in
economic choices under imperfect information, signals and represents.

Beyond expected-utility: On the commensuration of uncertainties through first
order probability frameworks

To our knowledge, the fact of being used as a metaheuristics in real-world affairs,
concerns -almost- all contemporary theories of decision-making under risk or uncer-
tainty developed in economics, finance and game-theory. This because, the paradigm
of rational decision-making represents uncertainty as a fact, caused by imperfect in-
formation or randomness, which generates some extra (utility) costs to bare, mea-
sured, in the subjective or objective probability framework, in terms of the distance
between the mathematical expectation and the certainty equivalent of a bet for an
agent, in case one is risk averse and all available prospects/strategies are risky. As
a result, risk studies that have a rationally-optimal decision-making frame, try to go
beyond the identification of elicitation mechanisms or measures to quantify agents’
uncertainties, and, seek to explain the processes through which, despite the existence
of such uncertainties, their consequences, in terms of the psychological and physi-
cal costs associated to the foresight/anticipation of expected utility by risk averse
agents, can be limited, as much as possible, through the identification of a-priori
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rationally optimal strategies, in relation to available choices and information. This
can be done in a multiplicity of ways, for example: by diversifying resource allo-
cation among risky prospects so that in all states of the world the payoff is (foresight
to be) the same; by insuring against the occurrence of specific events -with extreme
payoffs- by transferring these risks to other agents for which the certainty equivalent
of the gamble/lottery is higher.

Under the above illustrated perspective, the commensuration and reduction of un-
certainty manifests itself also through the use of other types of decision-making
heuristics[95, 121-127] considered alternative or complementary, in explanatory and
normative terms, to the EU framework. The latter decision-making rules and meth-
ods, like the rule of thumb[128] or max-min[129], do not necessarily give as output
the first best solution to a normative expected utility maximization problem and are
not necessarily immune to systematic biases, but, may be used to abbreviate and
simplify complex decision-making processes under uncertainty through simpler or
more intuitive inference procedures. Heuristics are evolution, imitation or experi-
ence sourced techniques, well suited to rapidly choose an action/strategy in dy-
namic environments in which windows for action under imperfect information may
appear at unforeseeable moments in time and have a limited duration, or, when the
possibility of successfully implementing an action/strategy negatively depends on
the amount of time required to infer that action/strategy.

Before going further in our analysis of economic literature concerning economic the-
ories of uncertainty and their implications in terms of optimal behaviour, some fur-
ther clarifications on the concepts of objectivity and subjectivity, in relation to ev-
idence, probability and uncertainty commensuration must be done. According to
Knight[1], to be able to associate the attribute of objectivity to numeric probability
distributions of future states/outcomes of a system/process, one should have an a-
priori perfect knowledge concerning the unknowability of the factors and not simply
the facts of ignorance, in relation to the system or process being observed. Where
explanatory factors, if jointly known and not-ignored, can be used to deterministi-
cally infer, and causally explain, facts. To consider a numeric probability objective,
the unknowability of explanatory factors should prescind from observers and from
their processes of observation, being an external property of a system or process. In
the aforesaid epistemic circumstances, where unknowable factors are known, and
hence, isolable from knowable factors, limiting distributions of frequentist probabili-
ties[76], i.e. relative frequencies, are perfectly informative isomorphisms of the inde-
terminate states/outcomes of such systems/processes. These should be considered
human mind independent characterizations of the world. In such circumstances,
one could talk not only about objective randomness, in terms of its independence
from the observer, but also, about physical probabilities, given their hypothesized
independence from observers and observation processes.

If the latter epistemic condition is verified, once the objective probabilities of states/out-
comes of a system/process are known or assumed to be known, probability rea-
soning becomes a tautological activity, because an objective probability distribution
must be by definition unconditionally true[130], therefore from an epistemic per-
spective the objectivization of probability knowledge renders the latter self-referential.
When objective probability distributions, which describe the joint effects of all known
unknowable explanatory factors on the state/outcome of a given physical system/pro-
cess, are assumed to exist and to be known, they become signal-noise isolation and
commensuration devices, used for the measurement[131, 132] of the influence of
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knowable and commensurable explanatory factors on the state/outcome of a sys-
tem/process. The aggregate effects of known unknowables on the state/outcome
of a system/process are implicit to the shape of the objective probability distribu-
tion. Objective probabilities are assumed to represent, completely and perfectly,
potential knowledge concerning the joint effects of disturbances due to all known-
unknowables and their interactions, on the state/outcome of the system/process.
By considering probabilities as objective and objectively known, new collected evi-
dence concerning the state /outcome of a system/process and its knowable explana-
tory factors, is by assumption considered irrelevant for the updating of probabilistic
knowledge concerning the effects of unknowable factors. In a specular way, devia-
tions from expected states/outcomes of a system/process conditional on knowable
explanatory factors, are considered random noise or stochastic perturbations. As if,
the residual distance between what is expected on the basis of all knowable explana-
tory factors and what is observed should be, by construction, attributed to random
draws from the objective probability distribution, from which no additional infor-
mation or knowledge concerning knowable explanatory factors can be extracted.
For this same reason, Knight claimed that "“if the real [objective] probability reasoning is
followed out to its conclusion, it seems that there is "really” no probability, but certainty”,
because objective "knowledge [of the unknowability of explanatory factors] is already com-
plete”[1] and perfectly represents known-unknowns in terms of their joint effects on
the state/outcome of a system/process. Because objective probabilities are an iso-
morphism of the state/outcome indeterminacies of a physical system/process. In
such situations where probabilities are, or are assumed to be, objective, the principle
of cogent reason overshadows that of insufficient reason, and, objective probabilis-
tic knowledge represents completely and perfectly potential knowledge concern-
ing the effects of known-uknowables on the states/outcomes of a system/process.
Therefore, what one may learn through observation of a system/process in such
circumstances, is conditional on a prior separation between known-knowables and
known-unknowables, whose effects are separated through, and thanks to, objective
probabilities and their distributions.

Despite the epistemic value of the search for objective probabilities we should al-
ways remember that even if we, the humans, are embedded in a common physical
universe of which we ideally seek to acquire common and objective knowledge, our
uncertainties, in relation to the former, emerge in our mental and conceptual spaces,
which are not necessarily overlapping among agents: we become aware of, and feel,
uncertainties in relation to both internal and external phenomena, through the emer-
gence of aware thoughts during metacognitive processes. Even though some physi-
cal characterizations of human uncertainty have been experimentally identified and
isolated in neurological studies, to our knowledge no evidence has been yet found
against the hypothesis that: uncertainty feelings emerge, are commensurated and
eventually reduced or resolved, through, and conditional on, metacongition.

Since uncertainty is, jointly, a phenomenon characterizing the mind and the brain,
the objective probability approach, which is constructed to prescind from the ob-
server and his subjective beliefs, is not necessarily the optimal road-map to the ob-
servation, commensuration, meausurement, analysis and understanding of human
uncertainty phenomena.

On the other hand, subjective probability spaces can be considered explicitable and
implicitable elastic cognitive and metacognitive instruments. Human mind can gen-
erate these instruments to respond to the preference for coherently and formally
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representing one’s own and others’ beliefs and quantifying and comparing uncer-
tainties in relation to the former. Subjective probabilistic quantifications of uncer-
tainties are beliefs representation or projection systems, which, being inspired by
probability theory, should have as conditions the beliefs of commensurability, com-
parability and exhaustivity of the uncertainties concerning propositions and beliefs
represented through this framework. Several theories of subjective probability ex-
ist, among which the bayesian approach to subjective probability[133-135] is cer-
tainly the more rigorously oriented to learning. The bayesian framework can be
used for the rational updating of prior beliefs when new observational evidence
is available[136, 137]. The conceptualization of subjective probability that we will
adopt in the sections that follow, is somehow halfway between the bayesian view
and that used in psychological experiments[138], where subjective probability is as-
similated to the mental expectancy[139-141] of a phenomenon. In general, outside the
bayesian framework, only first order subjective probabilities are considered to be
mentally commensurable by individuals in real life: events’ subjective probabilities
are elicited as if they were real numbers between 0 and 1. If the aforesaid hypothesis
is true, two options are possible, either first order probabilistic mental representa-
tions of uncertainties prescind from higher-order and radical uncertainties, if any, or
they are low dimensional uncertainties projection systems, in which first order sub-
jective probabilities are eventually distorted by higher order or radical uncertainties.
In support of this second view, it has been found that when individuals are asked
to elicit first order subjective probabilities and attribute equal probability values to
all possible states of the world, the so called " fifty-fifty" probabilistic expectation
when there are only two possible states, these probabilities do not represent anymore
(simply) the numerical subjective expected relative-frequency or expectancy of the
occurrence of these states, but a different type of higher order uncertainty attribute
associated to the whole probability space, called epistemic uncertainty[142]. These
higher order and radical uncertainties and their effects will be further discussed in
the next sections.

Subjective probability spaces can hence be used to commensurate and elicit un-
certainties in relation to specific sets of beliefs concerning the states/outcomes of
a target system/process, and eventually, to decide under which circumstances and
through which mechanisms beliefs concerning the former system/process should be
revised. Moreover, differently from risk aversion, uncertainty feelings associated to
probabilistic representations of systems/processes are dynamic. Uncertainties may
change in terms of their degree and identified sources during metacongitive pro-
cesses. As we will explain later in this work, belief revision during metacognitive
processes largely depends on new evidence collected through communication with
other agents and with the environment. The higher is the compatibility between
new evidence and prior beliefs, the smaller is the actual surprise generated by the
communication of such evidence, and, the lower will likely be the uncertainty in re-
lation to the latter, and hence, the contingent pressure to review beliefs. Similarly,
the higher is the compatibility between expectations communicated by others and
prior beliefs on the issue of the recipient of the communication the smaller will be the
surprise generated by the communication of these expectations, and, the lower will
likely be the uncertainty (expected surprise) in relation to the latter, and hence the
pressure to review probabilistic expectation related beliefs. Shackle[143-145] was
probably the first economist to link the feeling of uncertainty to surprise, condi-
tional on prior beliefs. According to Shackle[143], actual surprise is “what we feel
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when an expectation has gone wrong”, whereas potential surprise is “the degree of diffi-
culty which an individual has in banishing [an hypothesis concerning the future] from his
mind”. Shackle’s intuition on the link between uncertainty and surprise will be fur-
ther discussed in the information theory section, in relation to information entropy
and relative entropy measures.

Given the simplicity, elasticity and coherence of first order subjective probability the-
ory, this framework has been used in several theories of rational decision-making
under uncertainty, many of which prescind from the expected utility hypothesis[57,
59, 146-151], or, relax and change some of its assumptions[152-155]. One of the
most promising alternative frameworks for the representation of uncertainty in ra-
tional decision-making is called regret theory[156-160]. Regret theory, in its origi-
nal formalization[158], is also based on subjective probabilities and expected utility
maximization, however expected utility is conceptually and axiomatically formal-
ized differently. In this framework, also inspired by Bernoulli’s work on psycho-
logical anticipation, agents foresee and actualize possible future rejoicing or regret,
due to the consequences of the undertaking of an action conditional on the conse-
quences that could have occurred under alternative actions, for all possible states
of the world. Differently from the standard EU framework actions are represented
by n-tuples of consequences, where n is the cardinality of the set of states of the
world. A modified utility function allows to represent the negative utility impact of
anticipated potential regret, and, the positive utility impact of anticipated potential
rejoicing. Similarly to the classical EU framework, the optimal action is the one that
maximizes the sum of the product of modified utility and subjective probability for
all states of the world.

From imprecise probabilities to radical uncertainties

It could seem a twist of fate, but, the notion of imprecise risk and probabilities en-
tered public debate in the sector, that of nuclear energy, and the country, the United
States, where one would have hoped that statisticians, together with engineers and
physicists, would have been able to infer, through their "hard science" knowledge
and methods, non-disputable first-order probabilities, and error bounds, of nuclear
facility failures, and, their possible consequences in terms of probabilistic distri-
butions of fatalities, per facility, per unit of time. In 1953, the statistics director
of General Electrics submitted a memorandum, titled The Evaluation of Probability of
Disaster, which proposed a methodology for the commensuration of probabilities
of chain events that could culminate in a nuclear disaster. Twenty years later, in
1974, the US Nuclear Regulatory Commission published its Reactor Safety Study, called
WASH-1400, which estimated, in probabilistic terms, the risk of an early human fa-
tality due to a hundred nuclear power plants in the United States to be 210'* per
year[161]. WASH-1400 was acclaimed as one of the best risk assessments ever ac-
complished[162]. Through this statistical work, probabilities of fatalities due to Nu-
clear disasters where inferred and compared, in terms of expected fatalities, to other
risks, more familiar to the US public. Risk benchmarks ranged from fires, to air
crashes and hurricanes.

A few years later, the Lewis Committee was commissioned by the US government
to review the study’s conclusions by analyzing the error bounds for the estimated
probabilities reported in the latter, the report of the committee states as follows: “we
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are unable to determine whether the absolute probabilities of accident sequences in WASH-
1400 are high or low, but we belief that the error bounds on those estimates are, in general,
greatly understated”[163]. The question of if, when and how to commensurate and
represent these higher-order uncertainties was raised, and submitted to the evalua-
tion of US’s civil society and its scientific community.

The Lewis Committee claimed that “the spectrum represented by that team [the RSS that
authored WASH-1400] was not broad enough to encompass the full range of scholarly opin-
ion on the subject. This led the RSS team to make estimates with a narrower range of stated
‘uncertainty’ that would otherwise have been the case”[164]. The RSS team was criti-
cized for not being able to speculate sufficiently on the effects of scholarly known
unknowns, concerning possible causes of nuclear accidents and their effects, and by
so doing, having failed to elicit, acknowledge and communicate the full range and
degree of uncertainties concerning the outcomes of their nuclear risk analysis, in
particular in relation to the degree of imprecision of inferred probabilities of fatali-
ties.

The degree of imprecision of these probabilities had been understated because of
the objective difficulty and impossibility, for the RSS team, to elicit and commensu-
rate all knowable unknowns related to nuclear disasters[165]. In particular, those
higher order uncertainties that would have emerged in relation to the speculation
on possible causal chains that may produce as outcome a system failure resulting
in a nuclear accident. But also, those uncertainties concerning the effects of nuclear
accidents, in terms of probabilities of human fatalities. This because these estimates
depend on behavioural hypotheses on the reactions of human agents, inside and
outside the nuclear facility, once they become aware of the nuclear accident[166]; as
well as, on estimates of the health impact of nuclear radiation on human bodies. The
aforementioned higher order uncertainties should have been propagated through
the inference process, and, should have affected the error bounds of inferred prob-
abilities of fatality, per nuclear plant, per year; but, were ignored and hence ren-
dered invisible in final estimates of first-order probabilities of fatalities and their
error bounds. Numerical probabilities are salient information[167, 168], which can
overshadow higher-order uncertainties and non-commensurated risk factors[169].
First-order probability spaces grant to commensurated risk factors and elicited un-
knowns the percieved quality of internal consistency, coherence, completeness and
precision[170]. For the aforementioned reasons, inferred probability-spaces can re-
sult extremely useful to oust from people’s mind residual uncertainties and worries
concerning risk factors that may be difficult to commensurate. This because residual
unknowns are masked by the apparent completeness, precision and hence reliabil-
ity of these inferred numerical probabilities[171, 172]. Furthermore, by assessing
and representing risks through first-order probabilities over a predefined outcome-
space, known knowns and known unknowns are froze, and, clearly separated from
residual unknowns. Residual unknowns which may be either unknown unknowns,
or, non-considered knowable unknowns, or, non-elicited knowable unknowns.

The fact of considering first-order numeric probabilities as lower-level projections,
or expected values, of their latent higher-order counterparts, becomes particularly
controversial when the shape of the higher-order distributions of the latter are not
known, or, cannot be safely assumed or inferred. For example, a second-order prob-
ability with a continuous uniform distribution on the interval zero-one would have
the same expected value of a second-order (degenerate) probability with all its mass
on the value 0.5, clearly these two second-order probabilities describe very distinct
states of epistemic uncertainty which, if possible, should be clearly distinguished.
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Moreover, if these latent higher-order probabilities are assimilable to degenerate
random variables only conditionally on commensurated risk factors, but not also,
on non-commensurated risk factors, then, inferred first-order probability values and
error bounds, can be biased, because only commensurated unknowns are allowed
to affect the inferred first-order probabilities and their error bounds, whereas, possi-
ble effects on the latter of incommensurable uncertainties and risk factors are jointly
ignored.

In addition, the more one becomes familiar and accustomed to the use of probabil-
ity measures in decision and sense-making, the more probabilistic information on
commensurated uncertainties will likely become salient to him[173], up to the point
of creating an illusion of risk control[174], and, of objective knowledge about the
effects of unknowable explanatory factors on the state/outcome the considered sys-
tem/process[172]. The latter phenomena has been annoverated among the causes of
overconfidence[175-177].

Another important point concerning the practical limits of the use of a probabilistic
framework for uncertainty representation and commensuration, is linked to epis-
temic priors concerning the probability-space to which probability mass may be at-
tributed. Such a space should:

* be preliminarily defined and remain unchanged during the whole the process
of evidence collection and measurement, i.e. a statistical experiment;

* be an exhaustive representation of all possible and distinguishable states of the
world;

Hence, a probability-space, once formalized and used to represent the randomness
of a system/process, generates some extra costs imputable to the activities of spec-
ulation -in the philosophical sense- on residual unknowns and commensuration of
previously non-considered risk factors. This because, probability-space based repre-
sentations, by being systems of interdependent and self-consistent knowledge, im-
ply some sunk costs and switching barriers, related to the eventual necessity of re-
defining the whole structure of the probability-space, and, re-attributing the weight
of evidence (probability mass) to distinguishable outcomes, in such a way that all
probability axioms are respected. The latter necessity of redefining the probabil-
ity space generally emerges in relation to the outcomes of the aforementioned com-
mensuration and speculation processes, on residual unknowns. Residual unknowns
which once elicited could result incompatible with the prior probabilistic represen-
tation of a system/process.

Moreover, the concept of probability measure, which is instrumental to that of prob-
ability space, used in real-world applications to represent risks, implies that events
that are indiscernible are considered identical, this means that any probability space
depends on a frame of discernment used by the observer. Among many other fac-
tors, the ability to discern states of an observed system depends on the process
through which a sensory device, i.e. a measurement system or/and the observer, is
able to probe and mimic (isomorphically or approximately represent) the states/out-
comes of the target system/process or its transitions. The maintenance of frames
of discernment requires agents to face specific costs, for example: for the mainte-
nance/ calibration of probing sensors, for rounding meausurements if memory is not
illimited, and, for the memorization of the frame of discernment and collected evi-
dence. The willingness to support these costs should not be given for granted, espe-
cially with reference to probabilistic representations of complex systems. Therefore,
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if individuals are rational, and, if they do not value per se frames of discernment,
it must be that the latter contribute to their utility through some other mechanism.
We hypothesize that frames of discernment contribute to agents’ utility by being
used to elicit, commensurate, aggregate and represent commensurable known un-
knowns, in a coherent and formal system, and through the latter stabilize, as much
as possible, their expectations under imperfect information. Conditionally on those
"stabilized" probabilistic expectations agents can anticipate expected utility and ex-
pected surprise, also called uncertainty. We will come back on this point in the last
section of this work.

Many years before the WASH-1400 study was published, during the first half of the
X X' century, issues related to imprecise and higher-order probabilities and beliefs
were at the fulcrum of the economic debate among incompatible schools of economic
thought. Alternative conceptual orientations on these topics were highlighted by
the contraposition between the Neoclassical and the Keynesian views of uncertainty
phenomena. These two uncertainty paradigms could be distinguished precisely in
relation to the concept, role and usage of probabilities in the two frameworks. Since
its origin the Keynesian approach was “characterized by the deep conviction that the
economic, and social, environment is dominated by uncertainty that cannot be reduced to
risk and treated with the traditional tools of [first order] probability theory"[178].

Such a conviction of Keynesian economists, may be seen as related to the existence
of epistemic uncertainties that cannot be commensurated, represented or resolved
through probability reasoning, for example, those uncertainties emerging from be-
liefs of incommensurability and non-ergodicity. Under beliefs of non-ergodicity
the information separation axiom[179] of information theory, also called Shannon-
Khinchin’s 4th axiom, is violated. The 4th axiom allows us to consider information
atomistically: if the axiom holds, statistical dependencies among single informa-
tion units can be considered negligeable in terms of their entropy effects. When
the latter axiom holds we can simplify entropy with its Gibbs-Boltzmann version,
and, give to observed densities in the phase-space of dynamical systems a proba-
bilistic interpretation, which is required to formulate probabilistic expectations[180].
Whereas, under beliefs of incommensurability, the very references of cognition ap-
pear to be reversed, absolute uncertainty becomes the de-facto equilibrium mental
state for those that belief that real-world systems and phenomena are incommensu-
rable. That said, beliefs of commensurability and ergodicity, even if subjective, may
reveal to be rather stable and useful to be held, and will generally last until a new
anomaly, indeterminacy or paradox, in relation to one’s belief and knowledge sys-
tems emerges. These higher-order beliefs are not necessarily the results of a process
of inference of the commensurability and ergodicity properties of the actual target
system that one may want to represent, they could be simply never updated pri-
ors. Moreover, agents that may have correctly inferred, speculated or guessed that
a system is non-ergodic or incommensurable, would derive no concrete advantages
from these beliefs, both in terms of forecasting and control capacities in relation to
the latter system, and, in terms of mental stance towards the future. In addition, if
it is true that expected utility can be mentally foreseen by human agents, and, pro-
duces a present anticipated-utility effect at the moment in which expected-utility is
elicited[58, 59, 149, 181, 182], if one beliefs that a system is non-ergodic or incom-
mensurable he will not be able to forecast and hence anticipate any utility that may
derive from his interaction with that system. The latter is certainly an evolutionary
disadvantage for those that may, even rightly, belief that some real-world systems
are non-ergodic and/or incommensurable.
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The aforementioned epistemic position, frequently assumed by Keynes, was implicit
to many of his early economic works[183]. According to Keynes, in many real-world
situations “there is no scientific basis on which to form any calculable probability whatever.
We simply do not know. Nevertheless, the necessity for action and for decision compels us as
practical men to do our best to overlook this awkward fact and to behave exactly as we should
if we had behind us a good Benthamite calculation of a series of prospective advantages and
disadvantages, each multiplied by its appropriate probability waiting to be summed"[46].
This view also emerged clearly in his Treatise on Probability, in which probability
magnitudes, were not considered necessarily commensurable or comparable:

"No exercise of the practical judgment is possible, by which a numerical value can actually
be given to the probability of every argument. So far from our being able to measure them, it
is not even clear that we are always able to place them in an order of magnitude. Nor has
any theoretical rule for their evaluation ever been suggested. The doubt, in view of these
facts, whether any two probabilities are in every case even theoretically capable of
comparison in terms of numbers, has not, however, received serious consideration. There
seems to me to be exceedingly strong reasons for entertaining the doubt. [...] There are some
pairs of probabilities between the members of which no comparison of magnitude is possible;
that we can say, nevertheless, of some pairs of relations of probability that the one is greater
and the other less, although it is not possible to measure the difference between them; and
that in a very special type of case a meaning can be given to a numerical comparison of
magnitude.”"[184]

Keynes viewed probability judgments as commensurations on the level of partial
entanglement between an argument’s rational expectancy and its epistemic uncer-
tainty: "Unlike the relative frequency theory of probability, in which probability is inter-
preted as a property of the physical world, Keynes treats probability as a property of the way
individuals think about the world. As a degree of belief, this property is subjective to the
extent that information and reasoning powers vary between persons. But it is not subjective,
according to Keynes, in the sense that the probability bestowed on a proposition given the
evidence may be subject to human caprice. The probability of a conclusion given the evidence
is objective and corresponds to the degree of belief it is rational to hold.”[185] The objective-
ness of probabilities is seen by Keynes as an emerging property of rational reasoning
on an argument in situations of epistemic uncertainty.

A very interesting -not merely statistical- innovation introduced by Keynes'’s Treatise
on Probability is that the probability of any argument is a bi-dimensional entity[184]:

1. the first dimension, called probability magnitude, is similar to a classical first-
order probability value that is based on both evidence in favour or against
an argument: “as the relevant evidence at our disposal increases, the magnitude of
the probability of the arqument may either decrease or increase, according as the new
knowledge strengthens the unfavourable or the favourable evidence;

2. the second dimension, called probability weight, represents the amount of re-
trieved and elicited relevant evidence (informative known knowables), with
respect to all possible relevant evidence (informative knowables). Probability
weight therefore represents the epistemic support used for a judgement, on
which the probability magnitude of an argument is built-upon: “As the relevant
evidence at our disposal increases [...] we have a more substantial basis upon which to
rest our [probability magnitude] conclusion. I express this by saying that an accession
of new evidence increases the weight of an argument. New evidence will sometimes
decrease the probability [magnitude] of an arqument, but it will always increase its
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weight”. Keynes added to the concept of weight the following remark, through
which we can associate uncertainty represented by probability weights to the
inverse of entropy in information theory: ""we may say that the weight is in-
creased when the number of alternatives is reduced, although the ratio of the number
of favorable to the number of unfavorable alternatives may not have been disturbed
[... And] we may say that the weight of the probability is increased, as the field of
possibility is contracted”;

Keynes’s view of probability is for many conceptual aspects similar to theories of
imprecise[186-191] and higher-order probabilities[192-195] which started emerging,
and were applied in economics[196-200] and psychology[201, 202] studies, almost
sixty years after the publication of A Treatise on Probability. For an analysis of the re-
lation between Keynes’ probability and epistemic uncertainty we refere to the works
by Runde[203, 204], Weatherson[205] and Dow/[45, 206].

In his General Theory, Keynes highlighted the connection between uncertainty and
low probability weights[205], and, clearly dissociated the concept of uncertainty
from probability magnitudes, which represent risks. According to Keynes, lotteries,
like those described in the EU framework, are not situations of uncertainty but only
of risk[207]. Uncertainties are represented by Keynes as low probability weights.
Weights therefore represent the degree to which rational probabilities are an epis-
temically reliable guide to rational decision, given the potential surprise which may
ensue from their usage. Accordingly, Keynes claimed[184] that the main limit of the
classical probability framework is that it imposes a random view of uncertainty that
is debatable. This point is precisely the argument used by Dempster and Shaffer[208]
to explain why a more flexible and less randomness-oriented theory of evidence un-
der uncertainty, is necessary to correctly treat epistemic uncertainties that are ig-
nored or overshadowed by randomness in classical probability theory. The Demp-
sterShafer theory of belief functions[209-212], is a generalization of the Bayesian the-
ory of subjective probability, which, despite its versatility and capacity to represent
epistemic uncertainty, has received until now little consideration by economists, or
maybe, by economic journals; with some welcomed exceptions[213-217].

As we have explained throughout this subsection transition between radical uncer-
tainties to probabilistic risks, of various orders, are epistemic belief driven. One is
confronted to a risk when facing a situation considered, subjectively or objectively,
indeterminate, commensurable and ergodic, with a stable and consistent probabilis-
tic frame of discernment, and, a stable and tollerable degree of epistemic uncer-
tainty, with reference to a process that exhibits stochastic dynamics. On the other
side, one is confronted to radical uncertainty when facing a situation considered,
subjectively or objectively, indeterminate with a belief system that, given the insta-
bility or the intolerably high degree of epistemic uncertainty, doesn’t allow one to
make, or rationally rely upon, inferences and forecasts conditional on contingent
beliefs and evidence. This can happen for different reasons[218-220] For example:
because the belief system is temporally inconsistent or incomplete, because beliefs
are being reviewed; because probabilities/utilities/states are believed to be incom-
mensurable; because even though probabilities/utilities/states are believed to be
commensurable their commensuration would require too much time or computa-
tional capacity, in relation to one’s constraints, preferences and rationally optimal
behaviour.
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Under this perspective, uncertainty and risk theories, may be both viewed as sense-
making frameworks to avoid the occurrence or reduce the duration of states of rad-
ical uncertainty. Indeterminate situations are transformed in elicited uncertainties
and measurable risks, obtained by grouping similar phenomenological instances
in event categories, in such a way observed phenomena become recognizable and
countable occurrences of events in a measure-space. States of radical uncertainty
are therefore more likely to occur when agents are confronted to phenomena, agents
or environments with volatile, or, rarely observed characteristics/attributes, which
make them difficult to be categorized and represented in a formal sense-making and
decision-making framework. We can transpose this concept to the aggregate level by
saying that aggregate radical uncertainty in economic systems may be viewed as the
average frequency at which agents incur in a state extreme or untollerable expected
surprise, when having to make expectations and take decisions while facing indeter-
minate situations. At the aggregate level this value will likely depend on the degree
of complexity, openness, speed of structural change of the system, and, the infor-
mation, belief and resource endowments and constraints faced by the agents during
communication, decision-making and sense-making in a multi-agent system.

As we will see in the next sections, in situations where epistemic uncertainty is in-
tolerably high, communication and the formation of conventional expectations can
be used as shared beliefs systems to coordinate action and reduce the frequency and
duration of states radical uncertainty.

Elicitation of beliefs, markets and uncertainty

Here follows a brief subsection in relation to markets, uncertainty and the elicitation
of beliefs, of various order. An important characteristic of contemporary economies
stands on their capacity of eleciting market agents” preferences[221-226] and be-
liefs[227-231]. Elicited information about beliefs can be used to represent/map the
agents-beliefs space in relation to the diffusion of known unknowns, and possibly,
exploit agents” information-gaps as a market opportunity[40—42]. In relation to the
elicitation of beliefs, Karni has recently shown[232, 233] that agents’ subjective in-
formation structures under Knightian uncertainty, intended as second-order beliefs
over a set of different priors, can be inferred through a revealed-preference proce-
dure. If one can elicit subjective information structures of others, and determine if
and when the set of priors changes, new entrepreneurial opportunities in markets
for beliefs become available[234]. Elicited known unknowns become commercially
exploitable: by offering to an agent the information that would allow him to elim-
inate the information-gaps related to his belief of ignorance and ensuing state of
epistemic uncertainty, at a price that is inferior or equal to the expected-utility gains
of such a change in his beliefs and epistemic uncertainty.

In this rather dystopian vision of the world, agents” subjective information struc-
tures and epistemic beliefs attributes can be endogenized through markets, which
offer services to redefine beliefs of various order, through beliefs transforming tech-
nologies, based on controlled communication treatments[235]. All communicated
messages would be tailored, on the basis of beliefs elicited by the targeted agent,
to reduce his state of epistemic uncertainty, in relation to his known unknowns.
Through communication, agents would be facilitated in the process of converge to
epistemic belief attributes of faith and agnosis, in the doxastic philosophical mean-
ing, which are states in which epistemic uncertainty is absent and therefore expected
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surprise, which is generally considered an economic bad, is absent/null. Faith, ag-
nosis[236] and ignorance-of-ignorance[237, 238], represent together the epistemic
(set-theoretic) complement of states of uncertainty.

It is interesting to note that, market agents endowed with technologies that extend
agnosis, the realm of unquestioned or unquestionable known unknowables, or faith,
the realm of unquestioned or unquestionable known knowns, to priorly known un-
knowns, can provide through markets a service that reduces uncertainty. Demand
fluctuations of these markets for beliefs would hence depend on the amount of epis-
temic transitions from unknown unknowns to known unknowns, of uncertainty
averse agents. Preferences for the reduction of uncertainty would push the latter to
pay to reduce their information and expectations gaps and ensuing uncertainties. In
such a way, uncertainty itself becomes a green-field for moral hazard[239], because
belief-markets can continue to exist only if a sufficient number of individuals are in a
state of uncertainty, and, keep on being averse to such a state. This market situation
is very similar to that of the so-called "arbitrageurs", described by Miyazaki[240].

1.2.3 Uncertainty in information and communication theories
from an economist’s perspective

In the following subsection we briefly review the concept of uncertainty as defined
and measured in information theory, pioneered by Shannon[18] and Weaver[241].
Throughout the subsection we will try to relate uncertainty measures from informa-
tion theory, to interpretations and conceptualization of uncertainty in economics, as
described in the previous subsections.

Communication, messages, signals and noise

As described by Shannon[242] the problem of communication is that of reproducing
messages from an environment or agent to another. "Messages have meaning; that is
they refer to or are correlated according to some system with certain physical or conceptual
entities. [...] The significant aspect is that the actual message is one selected from a set of
possible messages. The [communication] system must be designed to operate for each possible
selection, not just the one which will actually be chosen since this is unknown at the time
of design”. The problem of communication is therefore associated to the openness
to external influence of real-world systems and human agents, and, the ensuing dy-
namics of state entanglements among them. Communication can be seen as a device
for (mental/ physical) state coordination among loosely coupled systems and agents,
which exhibit non null degrees of freedom in their communication process. Degrees
of freedom emerge in relation to the maximum/limiting “number of independent sig-
nals that can be exchanged between the [message] transmitter and the receiver”[243]. This
implies that the two systems that can communicate do not deterministically deter-
mine each others’ state prior to, and unconditionally from, the communication pro-
cess. They are both in a latent state of readiness to communication-driven change.

Uncertainty exists precisely because agents, through their communications:
* elicit these degrees of freedom and their latent readiness to change;
¢ disturb their own state, by determining/choosing the message to be sent;

e disturb the state of the communication medium, in a instrumental way;
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¢ disturb the state of the receiver, by stimulating a state shift through the signal,
the transformation of the medium, which must be interpreted by the receiver
to be able to reduce his uncertainty in relation to the meaning of the signal.
Signal which can hence be considered a conditioning impulse with potentially
indeterministic effects;

By so doing agents can jointly collapse their degree of expected surprise and their
degree of communication freedom, reducing available signaling capacity, in terms of
time, space, memory and cognitive resources available for further communication.
If the mental/physical state shift of the receiver, in relation to the received signal,
corresponds to that desired by the sending agent, the message has been successfully
transferred. Otherwise, there exists some noise or perturbation in the communica-
tion process. Noisy message transfers can occur in relation to:

e differences between the representation and reference systems used by the two
agents to synthesize/interpret signals;

¢ interferences of other signals transferred through the same medium by others;
¢ perturbations and noise that characterize the medium/channel;

However, since the sender may have access to the receiver’s mental/physical state
only through feedback signals of the state of the receiver, sender’s uncertainty con-
cerning the degree of communication success may depend on additional iterative
communication steps. Through iterated communication, the sender that had initi-
ated the communication process, can try to change his own entropy level, in addi-
tion to that of the receiving agent(s) and of the communication medium or environ-
ment. From a rational perspective, a message should always determine a collapse
or shift of the senders” expectations of receiver’s possible actions/states, to a poste-
rior distribution, conditional on the sended message, which is strictly preferred, by
the message sender, to the original one. Moreover, the message sender, by receiving
feedback signals concerning the response of the receiver to his impulse, can try to in-
fer the success rate/degree of the prior communicating process. All signals elicited
and memorized during communication processes can be used as evidence, to infer
the capacity of signals to affect, in the desired or undesired way, each others’ states.
These inferred relations can both increase or decrease agents’ uncertainty, however
if the system is ergodic, in the long run uncertainties should be lowered through this
evidence collection mechanism. Communication must hence be seen as a process
that can be used to reduce uncertainties concerning non-deterministic dependency
and coordination relations among agents and systems.

Entropy

To keep this subsection as intuitive and simple as possible we will present and de-
scribe the discrete versions of entropy and relative entropy measures, in classical
probability and in the Dempster-Shaffer framework.

Entropy represents the average amount of surprise produced by a stochastic source
of data. In terms of communication, entropy can be seen as the expected number of
atomistic/independent informative units contained in a message. Message that may
concern a system/process, in relation to which, the receiver of the message, is aware
of being in a state of imperfect knowledge and hence of potential surprise, concept
that will be explained further on in this subsection. States of awareness of imperfect
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knowledge may generate in one’s mind these feelings of uncertaint(y)/(ies), which
in information theory are measured in terms of surprise. Changes in entropy are
related to these changes in the set of known unknowns of an agent. Entropy is re-
lated to the variety and distribution of possible answers to a question. Imagine a
draw from a known degenerate random variable distribution, receiving a message
concerning the realized state of such a draw doesn’t change the entropy of the agent
because that message doesn’t dissipate/resolve any prior uncertainty. This because
the question had little surprisal potential given the prior shape. The agent was al-
most certain of the result of the draw, the information content of the message was
therefore ininfluent to him. Whereas, immagine to receive a message that tells you
that an event previously considered very improbable occurred, the surprisal poten-
tial of the transmitted information is very great precisely because the event wasn't
expected, given prior beliefs.

Entropy and normalized entropy in the probabilistic framework

In classical probability theory, given a discrete probability distribution, called P,
with n mutually exclusive and collectively exhaustive events j € {1,...,n}. The
entropy of this probability distribution can be computed as follows:

H(P)=-Y_ P(j)In(P(j)) (1.2.1)
j=1

In the discrete case, the value of H(P) is at the maximum entropy value H,q, if
the probability of each possible event is the same, i.e. the distribution P is uniform.
Which is equivalent to say that for all j P(j) = 2 . The ratio between the entropy and
the maximum entropy of a discrete distribution P with n events, called normalize
entropy or efficiency, can be computed as follows:

H(P) _ =221 PU)In(P(j))
Hmax B - ?:1 %ln(%) ( )
1.2.2
P(j) In(P
-y <j>1n(7(1) (7))

The value of H(P) is at its minimum entropy value H,,;,, when the probability of
one event is equal to one (1), all others being identical and equal to zero (0), i.e.
the distribution P is degenerate. Shannon entropy can be generalized by the Rényi
entropy[244], which can be used to represent situations in which there is non-null
entropy entanglement between atomistic information particles, i.e. when the chain
rule of conditional probability doesn’t hold.

Entropy, specificity and other aggregate uncertainty measures in the Dempster-Shaffer
framework

In the more general framework of Dempster-Shafer[209], which allows us to repre-
sent a belief structure under imprecise information, we can compute Shannon en-
tropy as follows:

Assume that X = {z1,...,z,} is a finite set of elements of cardinality n, called the
frame of discernment or universe of discourse, which represent the support of a be-
lief structure m. A belief structure m allows us to assign a mass m(A) = a to any
subset of the frame of discernment A C X . In the Dempster-Shafer framework we
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can impute shared mass among a subset of multiple elements from X, without indi-
cating how it is shared among them.

Any A C X such that m(A) = a is called a focal element. If each focal element
consists of only one element from the frame of discernment, i.e. focal points are sin-
gletons, the Dempster-Shafer belief structure corresponds to a Bayesian belief struc-
ture, and, Shannon entropy measures are computed as in the classical probability
case. Otherwise, we have to proceed as follows:

Call belief of 4, i.e. Bel(A), the sum of all the masses of all possible subsets B C X
of the set A4, such that:

Bel(A)= Y m(B) (1.2.3)

B|BCA

Call plausibility of A, i.e. PI(A), the sum of all the masses of all sets B C X that
intersect A, such that:

Pi(A)= > m(B) (1.2.4)

B|BNA#D

As pointed out by Yager[245]the connection between probabilistic information and
the Dempster-Shafer framework is based upon the fact that belief and plausibility
are respectively lower and higher boud for the underlying probability of an event A.
We can hence compute the Shannon entropy of m as follows:

H(m) =~ Y m(A)n(PI(A)) (1.2.5)
BCX
In addition to Shannon entropy, in the Dempster-Shafer framework there is a speci-
ficity S(m) measure that represents the non-random epistemic vacuousness compo-
nent of uncertainty, which can be computed as follows:

H(m) = — Z mTfA)j na = cardA (1.2.6)
BCX, A£D

When S(m) = 1 m is a Bayesian belief structure, and H(m) is equivalent to its clas-
sical probability version.

Many other measures of doxastic uncertainty have been developed in the Demp-
sterShafer, framework[246-250]. Like that of Harmanec and Klir[251], which have
developed a symmetric, continuous, additive and subadditive aggregate uncertainty
measure, which gives the maximum value of the set of Shannon entropies, of each
possible probability distribution that is consistent with the lower DempsterShafer
belief bound.

An extension of the Dempster-Shaffer belief framework, called Transferable Belief
Model (TBM)[252-254], allows one to attribute mass also to the empty set, non-null
mass on the empty set allows one to represent beliefs related to the possibility of oc-
currence of gray and black swan events[255], events that an agent a-priori knows he
cannot distinguish or foresee, but which could be possibly immagined if the agent
had infinite time to speculate on possible, and at the moment indiscerned, states
of the future world; but also, on the infinitely many almost-impossible events that
would push one to represent the outcomes of a process/system through a continu-
ous space.
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Relative entropy as surprise

Kullback and Leibler[49] developed a measure of the divergence among distribu-
tions, also called relative entropy, which is very useful to measure surprise in re-
lation to the comparing of belief structures. For example, when used to measure
the divergence between a prior and posterior beliefs, it can be considered as mea-
sure of the (extra) surprise implied by the "switch" between the two distributions.
Let P and () denote two discrete distributions on the same support: both P and @
have the same partition with n mutually exclusive and collectively exhaustive events
j € {1,...,n}. Then the Kullback-Leibler (KL) divergence, also called relative en-
tropy, between P and () is defined as:

1219 =3 (G) o
=3 " m(P() PG) ~ Zln Q) P
j=1

J=1

(1.2.7)

— H(P,Q)— H(P)

Where H(P,Q) is the cross entropy of P and @), and H(P) is the entropy of P.
KL(P || Q) divergence can be also interpreted as a measure of communication effi-
ciency losses (in cross entropy terms), when encoding a message using a distribution
( Q) other than the real one (P). We remind our readers that communication effi-
ciency consists in the rate of infomativeness of a message, which is equivalent to its
average surprise (entropy) per signal element. Under the aforementioned perspec-
tive KL(P || Q) can be seen as the (extra) surprise which derives from believing in a
prior () and then coming to know that the true distribution is P.

Since KL(P || Q) represents the degree of information inefficiency due to use of an
approximation ( () ) in place of a hypothetical true distribution (P), we can imagine
a situation in which agent A has a set of prior beliefs () which he knows to be a
subjective and potentially biased probabilistic representation, which he uses to ap-
proximate and anticipate the true unobservable "randomness" of a real-world pro-
cess. Let us now imagine that, through communication, agent A comes to know that
the belief structure of another agent, called agent B, concerning the same process,
is distributed as P, KL(P || @) would hence represent the uncertainty, or better the
(extra) expected surprise, derived from the following self-questioning by agent A:
What if agent B is right, and, his beliefs (P) correspond to the truth, while my own beliefs
(Q) are only an approximate and therefore biased representation of reality that will further
limit my capacity to anticipate/foresee we world? — KL(P || Q) (the latter is a measure
of the (extra) expected surprise that agent A will feel when experiencing such a state
of doubt and skepticism concering his own beliefs, in relation to those of agent B,
which are temporally evaluated and hypothesized to represent the truth.)

One of the most interesting properties of the KL divergence resides on its non-
symmetry:

KL(P || Q) —KL(@Q | P) = Zl< > P)+Q(7) #0 (1.2.8)

= KL(P || Q) # KL(Q | P)
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This property allows us to represent changes in expected surprise in a non sym-
metric way. Which is a very likely psychological hypothesis in relation to beliefs
communicated and then compared by agents. In the above describe situation, if
the communication of beliefs is bilateral, agent B, which comes to now beliefs () of
agent A, could hypothesize that the inverse truth-approximation relation among be-
liefs exists: What if agent A is right [...]?

In such circumstances agent B will experience an (extra) expected surprise, different
from that of agent A, and, equivalent to KL(Q || P). If eventual zeroes of P and
(@ are associated to the same events, KL(P || Q) divergence is finite and contained
in the zero one interval. KL(P || Q) tends to infinity when the distribution @, our
so-called approximation, imputes 0 probability mass to some events that have non
null probabilities in the distribution hypothesized to be true P. This situation can
be assimilated to a state of extreme expected surprise, or radical uncertainty. It is
equivalent to situation in which the aforesaid agent A, self-questioning his beliefs in
relation to those of another agent (hypothesized to be true), imagines the surprise-
effect of the potential realization of an event which he considered almost impossible,
given his prior subjective beliefs (), but which, according to the communicated be-
liefs of agent A, which are hypothesized to be true, could happen with non-null
probability.

1.2.4 Uncertainty in cognitive sciences
from an economist’s perspective

In the following section we will briefly review how uncertainty is conceptualized
and studied in the cognitive sciences. We will try to highlight shared paradigms, in
relation to previously described uncertainty frameworks.

The neurological characterizations of uncertainty

To identify the neurological characterizations of states of (self-declared) uncertainty,
Harris et al.[256] employed functional neuroimaging. In their experimental setting,
people were asked to “judge written statements to be true (belief), false (disbelief), or
undecidable (uncertainty)”. The objective of the study was to “characterize belief, dis-
belief, and uncertainty in a content-independent manner”, by including statements from
a "wide range of categories: autobiographical, mathematical, geographical, religious, ethi-
cal, semantic, and factual”. The results of the study clearly evidenced that, subjects
which declared that the belief attribute of a statement was undecidable “differentially
activated distinct regions of the prefrontal and parietal cortices, as well as the basal gan-
glia”, with respect to when the state of belief or disbelief were declared. Therefore,
from a neurological point of view, the 2nd order belief characterization called "un-
certainty” is observable and clearly distinguishable from that of conscious belief and
disbelief, such a meta-cognitive process has a physical counterpart, i.e. associated
phenomenon, therefore it is not only a conceptual human construct.

Additional research from the neural sciences[257-259], has confirmed this view and
evidenced that responses of the human brain to (higher-order) uncertainty, in par-
ticular ambiguity, are clearly distinguishable from those caused by risk, i.e. choices
among predefined gambles in a formal and explicit probability-space. In particu-
lar, neurologists[260-262] have found that activity in the inferior frontal gyrus and
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posterior parietal cortex is significantly higher when confronted to uncertainty (am-
biguity or ignorance) compared to risk, they conclude that these regions may be
involved in searches for hidden/simulated evidence during expectations formation
or outcome anticipation tasks under (higher-order) uncertainty. Neural responses to
situations of higher-order uncertainties, with reference to the activation of the pos-
terior parietal cortex, posterior dorsolateral prefrontal cortex and anterior insula,
suggest that higher-order and strategic uncertainties, are neurologically similar phe-
nomena, clearly distinguishable from risk, i.e. the first-order uncertainties emerging
during economic gambles, when gambles are known. Uncertainty and risk, are not
only different from a mental and epistemic perspective, they are also distinct neuro-
logical phenomena.

The psychological origins and implications of uncertainties

After World War II, psychologists, through their experimental analysis approach,
started filling the gap of uncertainty theories and frameworks in relation to other
fields of knowledge[68, 92, 93, 95, 127, 263-273]. In particular with reference to the-
ories of risk and expected utility from economics, and, measures of entropy from
communication and information sciences.

In 1957, the experimental psychologist and philosopher Daniel Berlyne, in a work
titled Uncertainty And Conflict[274], illustrated almost perfectly the process of in-
creasing dependencies and contagion between the humanae scientiae, occurring at
that time. In particular, in relation to the analysis and representation of uncertainty
phenomena. Berlyne claimed that emerging psychological information theory was
“a type of theory in the scientific sense: it applies information-theory measures to phenom-
ena within the purview of psychology and uses information-theory language to formulate
laws or hypotheses with testable implications about behavior. [...] The phenomena that con-
cern behavior theory consist, in fact, of two sets that can be partitioned into subsets with
associated probabilities, namely stimuli and responses. The language of information theory
is therefore, in principle, applicable to everything within the competence of behavior theory.
[...] measures as "amount of information,” “uncertainty,” and "relative uncertainty” can
be applied. [...] Reaction time, retention of verbal material, and accuracy of psychophysical
judgment, to cite examples, appear to be functions of "uncertainty” and "amount of trans-
mitted information.” [...] An observer can compute information-theory measures from data
not accessible to the individuals he is observing. But there is not likely to be much connection
between these measures and variables of psychological importance [, like uncertainty], unless
there is some isomorphism between the situation as viewed by the observer and the situation
as it impinges on the observed organism [... these] observed response tendencies [to stimuli,
can be considered] "reaction potentials”. Cognitive behavior theories would describe them
as "expectations” of the consequent stimuli, and the "expectation” resembles the "reaction
potential” insofar as both imply the occurrence of a particular response, if certain additional
conditions are met”. Berlyne also linked psychological conflict and competing tenden-
cies to entropy and utility as follows :” if we examine the information theorist’s formula
for “uncertainty” or "entropy”, we find that it satisfies the first five of our requirements for
a degree-of-conflict function, but not the sixth. It increases with the number of alternative
responses and is at a maximum when their strengths are equal. But it does not vary with
their absolute strengths [... Entropy] can be regarded as an indication of the "complexity”
of a conflict, or of the difficulty that an observer would have in predicting which of the con-
flicting responses will be the first to occur. It does not reflect the “scale” of the conflict,
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which depends on the energy invested in the competing response tendencies. There may be
a temptation to relate these two components to the utility and probability of-outcome factors
that must be taken into account in decision theory.” Finally, Berlyne related uncertainty
to states of metacognitive activation, like doubt, perplexity and ambiguity as fol-
lows: "Other words that seem apposite to situations that call for investigatory behavior are
"doubt,” "perplexity,” and "ambiguity.” These words likewise imply some degree of behav-
ioral conflict; they indicate that different aspects of a situation evoke discordant reactions or
else that a particular reaction is called forth by one aspect and inhibited by another. They are
opposite in meaning to words like “clear” and "distinct”, which generally imply that certain
response tendencies have come, through discriminatory learning, to predominate over their
competitors. “"Doubtful”, "perplexing,” or "ambiguous” stimulus situations are usually also
cases of high "uncertainty” in the information-theory sense, both because the subject cannot
predict very successfully what the future behavior or the hidden properties of the entities will
be, and because observers will not be able to predict very successfully how he will react to
them.”

In the years that followed, the representation of uncertainty as a source of psycholog-
ical conflict emerging from communication and metacognition[14, 15, 275] was fur-
ther explored, and implemented to multi-agent frameworks and experiments[276—
278, 278, 279, 279, 280]. These works showed that uncertainty emerges in relation
to metacognitive processes undertook to evaluate, and eventually correct, belief and
knowledge systems used to represent the world, in relation to signals communi-
cated by other agents or coming directly from the environment. Uncertainty is this
framework appears as a psychological conflict at the metacognitive level in relation
to learning and coordination problems. This view of uncertainty is a cognitivist
transposition of the notion of strategic uncertainty, which in the cognitive frame-
work acquires not only a subjective perspective, but also, a social one. These works
show that eliciting and measuring higher-order uncertainty, during individual and
social metacongition processes, is the key to explain observed deviations from the
EU hypothesis framework at the individual and aggregate level.

A very recent stream of psychological literature, linked to the latter, has focused on
the cognitive relation between uncertainty, variance/bias tradeoffs and learning in
open systems[281-286]. This area of research, pioneered by the German psychologist
Gerd Gigerenzer[10, 287-289], clearly distinguishes optimal action in small worlds,
with respect to optimal action in large worlds. Large worlds that, given their com-
plexity and openness, are intrinsically more "uncertain" than the former. Where by
uncertain we do not refer to physical indeterminacies, but to the frequency and in-
tensity of states of metacognitive uncertainty, i.e. extreme or untollerable expected
surprise. This stream of literature clearly evidenced that, rationally optimal action in
the the "two worlds" rarely coincide. Therefore, rationally optimal decision-making
heuristics and metaheuristics to be used in small worlds should be different from that
used for rational decision-making in large worlds. For example, De Miguel et al. [290]
have shown that Markowitzs Nobel prize-winning mean-variance portfolio alloca-
tion model[291], performed worse than the "naive" 1/N risk diversification heuristic
when applied to real financial asset price time-series.
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1.3 Communication, metacognition, uncertainty and beliefs
revision

In the following section, we will use very recent literature, from the cognitive and
social sciences, to show in which terms uncertainty states are associated to the ac-
tivation of higher levels of cognition, through which agents try to solve decision-
making and sense-making problems, at the epistemic level, under imperfect infor-
mation. As we will show these processes are undertaken through communication in
groups and/or social networks. We are particularly interested in the social embed-
dedness of these metacognitive processes, and, on the relation between inter-agent
doxastic communication and epistemic uncertainty, but also, on the role of the lat-
ter in belief revision. We will show why self and social metacognition processes are
necessary conditions for the commensuration, mitigation and resolution of states of
uncertainty in aware intelligent systems, which in our case are human agents and
their societies. We will show how, aware intelligent systems which are endowed
with epistemic beliefs (priors) concerning their environment, are able to review the
latter after communication, to locally reduce epistemic uncertainty, conditionally on
their priors and preferences, and, on beliefs communicated by others; without "loos-
ing", through falsification, all prior knoweldge that is not perfectly compatible with
"evidence" recieved while communicating with other agents. We will put in relation
our findings to the social embeddedness of expectation revision, and, we will link
the latter to the Keynesian notion of conventional beliefs and expectations, and, their
role as knowledge compression device used for coordination.

Searching for a mental mechanism for epistemic signal-noise separation

In the last decades, human knowledge and belief systems have been extensively
studied both in relation to cognition[292-294] and metacognition[17, 37, 295-297].
The study of metacognition concerns cognition about cognition, including, but not
limited to, normative and sensemaking matters, like truth value judgements, justi-
fications and updating of epistemic beliefs[298-301]. In the cognitivist framework
that we will illustrate, uncertainty can be seen as a -latent- property emerging from
metacognition[275, 302, 303], undertook by human agents in relation to commu-
nication processes[36] and the epistemic surprise they generate[14, 34, 304]. This
because, to be epistemically valued, non-metacognitively-denoised (doxastic) mes-
sages received by agents through communication, also called perceptions of be-
liefs[305], are, in epistemic terms, at first and by default assumed to be true, hence
they immediately become the meter of judgement of one’s prior epistemic beliefs[301],
i.e. knowledge. Because, a-priori to metacognition, the latent claims that are under
investigation are our epistemic beliefs, and not, aware percepts of the outer world,
which are considered evidence. However, a-posteriori, once epistemic beliefs are
updated through metacognitive processes, new evidence is separated in a metacog-
nitively cleaned epistemic-signal, the a-posteriori believed-to-be "true" content of
(doxastic) messages, and, a residual epistemic-noise, the a-posteriori believed-to-
be "false" content of (doxastic) messages. Where the epistemic-signal is that part
of evidence which is a-posteriori non-dissonant to, and integrated into, reviewed
beliefs, whose surprise effects were reduced through metacognition. Whereas, the
epistemic-noise is that part of evidence which is a-posteriori dissonant and orthogo-
nal with respect to reviewed beliefs; whose surprise effects were not reduced through
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metacognition. Epistemic-noise can be considered the information waste given re-
viewed epistemic beliefs. Epistemic-noise represents quasi-information, that is, evi-
dence which produces a irreducible surprise effect, but not also, an epistemic effect,
in terms of changes in epistemic beliefs and hence of optimal behaviour inferred
from those beliefs. Therefore, it can be considered as the degree of communicating
and learning inefficiency. Epistemic-noise represents latent information that is not
a-priori false, but which is a-posteriori considered unreliable for necessity of reduc-
ing as much as possible expected surprise through belief revision, conditionally on
all available evidence, priors and preferences. The epistemic signal-to-noise ratio,
conditional on reviewed beliefs, represents the expected surprise, or the expectation
of epistemic disappointment[306], which we consider assimilable to the Knightian
and Keynesian views of uncertainty.

Agents’ epistemic beliefs can be therefore seen as a dynamic compressed version
of past evidence that one has been sensible to, and which hasn’t been knowingly
and instrumentally considered false/unreliable [307-310]. If individuals were not
averse to "feelings" of surprise, which is an attribute of the relation between evidence
and beliefs, they would have no pressure to learn by changing their beliefs in a
subjectively optimal way. The epistemic notion of truth and falsity of information
can therefore be (also) considered instrumental to the reduction of metacognitive
uncertainty[311].

Metacognition

The concept of metacognition includes, among others, processes of knowledge falsi-
fication and updating and their ensuing effects on beliefs and expectations reviewal.
As claimed by Nagel[312], in The View From Nowhere, through cognition “we can add
to our knowledge of the world by accumulating information at a given levelby extensive
observation from one standpoint”, however, "we can raise our understanding to a new
level only if we examine that relation between the world and ourselves which is responsi-
ble for our prior understanding, and form a new conception that includes a more detached
understanding of ourselves, of the world, and of the interaction between them”, the latter
metacognitive processes are generally referred to as epistemic cognition[313].

Metacognition is considered the system of control of cognitive processes at various
hierarchical levels[314]. Through metacognition, cognitive processes are horizon-
tally aggregated and recursivily represented and iterated at higher levels of abstrac-
tion[315]. Lower level of cognition provide the information that are processed by
higher levels. Through metacognitive control mechanism lower levels of cognition
are hence steered. Phenomena of neural hierarchical aggregation, reflexivity and
recursivity, somehow isomorphic to the concept of metacognition, have been exten-
sively identified in neurological studies, as an organizational principle of human cor-
tical networks and functions[316-319]. Experimental results have shown that, under
situations of increasing perceptual discrimination difficulty quantified through ob-
jective measures, the descriptions of undertaken tasks by agents, before knowing
their performance, revealed “reflexive self-awareness in the sense that humans are aware
of themselves as cognitive monitors [...] responses were prompted by feelings of uncertainty
and doubt about the correct answer on the trial "[320], which were significantly increas-
ing with the perceptual discrimination difficulty of the task. Metacognition appears
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to be a critical factor in the determination of the outcomes of lower cognitive pro-
cesses under situations of objective environment complexity[321, 322] or informa-
tion overload[36, 323-325]. Metacognitive uncertainty monitoring ability, elicited
both before and throughout the execution of experiment tasks, was identified as a
one of the most relevant and statistically significant predictors of accuracy improve-
ments in learning[326], and also, of the precision of the self judgement of one’s ex-
pected and actual performance, respectively, after the description of the task, and,
after its execution but before knowing the objective performance measurements.

Given the above stated findings related to metacognition, it has been argued that ra-
tionality cannot simply be reduced to the use of logic but requires agency: “Agency
is intrinsically and unavoidably subjective in its nature but reflection on and coordination of
ones reasons and reasoning can enhance rationality and objectivity. This enables the progress
of rational agents through qualitatively distinct levels of rationality. These are [...] largely
levels of epistemic cognition. Logic is important in this view, but rationality is fundamentally
metacognitive rather than logical. Our knowledge and control of our inferential processes is
not limited to logical inferences. Even in the domain of logic, what makes us rational is our
metalogical understanding about the epistemic nature and role of logic and our correspond-
ing ability to distinguish, coordinate, and interpret logical inferences, not just make them
mindlessly along with inferences of all sorts. More generally, epistemic cognition supports
better inferences but it is the epistemic cognition itself that is central to our rationality, not
the correctness of the resulting inferences as determined by an external expert or standard.”
[327]

During metacognitive processes, rationality may be therefore seen as a form of meta-
subjective objectivity[328-331]: “subjectivity need not be construed as a realm of idiosyn-
cratic ideas and feelings. Rather, it may be seen as a property of cognitive actions (reasoning,
remembering, perceiving, etc.) that take place, as they must, from some point of view [priors,
preferences and evidence]. Objectivity, on this view, is not a realm of absolute truth and
rigorous logic distinct from the realm of subjectivity. Rather, subjectivity and objectivity
are complementary poles of the relationship of knowing. Given that knowing always takes
place from some point of view, ones knowledge is always a function of ones viewpoint and
thus unavoidably subjective. To the extent that knowledge is constrained by a reality dis-
tinct from the knower, however, it is also a function of that reality and thus, to that extent,
objective. [...] continuing self-reflections [...] never transcend subjectivity but nevertheless
may allow increasing objectivity. If we define the reflective analysis and reconstruction of
ones subjectivity as metasubjectivity, we can then define rationality as metasubjective ob-
jectivity. It is important to emphasize that psychological reflection takes place in the course
of transactions[] with ones environment. From an external point of view, the object of re-
flection is not pure subjectivity but a subject-object (or subject-subject) relationship. The
construction of that external (metasubjective) point of view enables explicit understanding
and reconstruction of the previously implicit subject-object relationship. [...] "[332]

In cognitive psychology, epistemic beliefs are not simply subjective beliefs to which
agents commit, they are dynamic mental constructs reviewed and justified, to one-
self and to others, by spontaneously or voluntarily probing the environment and
other agents in search of evidence. If evidence is perfectly coherent with epistemic
priors agents experience no surprise, they are metacognitively certain about the
truthfulness of their beliefs. Metacognitive certainty refers to “the extent to which
a person is convinced of a belief and views the belief as valid. Applied to the self, two people
might each belief that they are outgoing (primary thought). However, one of these people
might be convinced that this belief is correct, whereas the other person might hold some
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reservations about the validity of this belief (both secondary thoughts). When a person holds
a self-view with high rather than low certainty, the selfview tends to be more predictive of
behavior and information processing, more stable over time, and more resistant to change.
[...] Furthermore, when [agents] interact with someone whose expectations [...] countered
their self-beliefs, those low (but not high) in certainty changed their behavior to align with
their partners expectations.”[333]

The more prior beliefs of agents are improbable given the evidence that they ob-
serve, the more they experience surprise. If an agent is uncertainty averse, surprise
acts as a "epistemological pressure" for beliefs reviewal, to render beliefs more prob-
ably "true" with respect to observed evidence, and by so doing reduce a-posteriori
uncertainty, i.e. expected surprise conditional on beliefs and collected evidence.

Interruptions to lower level cognitive processes are the result of highly discrepant
events with respect to schema or prior expectations: “these events triggered not only
feeling of difficulty but surprise as well. This is an important finding because it reveals the
close relation between metacognition, in the form of feeling of difficulty, and emotions, such
as surprise. Surprise serves the relocation of attention from the prevalent schema to the dis-
crepant event. Feeling of difficulty along with surprise provide the input for better appraisal
of the demands of the situation as well as for better control decisions.”[326] In the psycho-
evolutionary surprise framawork[334], it has claimed that “the most important func-
tional property of conscious states is widely thought to be their system-wide accessibility
and their being (thereby) poised for exerting global control. The information that the sur-
prise feeling reliably provides concerns the occurrence and intensity of mental interruption
and/or the occurrence and degree of a schema-discrepancy. Note that, on both counts, the
formation provided by the surprise feeling can be said to be metacognitive in character that
is, it is information about, respectively, the person’s cognitive processes or the status of his
or her belief system. Hence, on both counts, surprise can be called a "metacognitive” or a
"metarepresentational” feeling. Taken together, these points suggest that the function of the
surprise experience is to make this information globally available [...] to exercise global con-
trol specifically, to influence goal-directed actions such as epistemic search. Surprise elicits
curiosity because it informs the conscious self about the occurrence of schema-discrepancies
or of mental interrupts. [...] Subjective experience of surprise [...] differs in crucial respects
from that of other emotions because, in contrast to the latter, it is hedonically neutral, and
the information that it provides is uniquely metarepresentational.”

Metacognitive certainty and metacognitive uncertainty are non necessarily symmet-
rical concepts: if on one side, metacognitive certainty refers to the extent to which an
agent considers his beliefs under evaluation to be "true", from a higher-order belief
perspective. On the other side, metacognitive uncertainty can refer to the lack of
the aforementioned (higher order) epistemic characterizations of evaluated (lower-
order) beliefs, or, their truth value of being "false", or, their truth value being "true"
while contemporaneously acknowledging /believing that there are some known un-
knowns that, once known, could imply a reviewal of present beliefs. Under the latter
perspective, agents can be considered skeptical towards their own epistemic beliefs,
and, the latter are seen as instrumental and therefore precarious forms of knowl-
edge, used to reduce as much as possible uncertainty, by limiting one’s own free-
dom and volatility of representation, given observed evidence. Therefore, we can
see metacognitive procedures for epistemic beliefs revision as metaheuristics, used
to, dynamically, keep expected-suprise as low as possible conditionally on prefer-
ences, priors and evidence. Where by preferences we mean: aversion to uncertainty,
aversion to risk and preferences for states of the world, in terms of foreseen utility as
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a function of events or states of the world. As new evidence becomes available, epis-
temic beliefs and uncertainty change in relation to preferences in an optimal way.

Social metacognition as a mechanism for uncertainty reduction

The analysis of the interdependencies between social metacognition and uncertainty
is no new stream of literature. More than half a century ago, the social psychologist
Leon Festinger claimed that “individuals understandings of the world are held as true to
the extent that they can be affirmed by some social group”[335].

Two decades before, Muzafer Sherif, illustrated his view on the effects of the embed-
dedness of beliefs in social structures and their communication networks. In Group
Norms and Conformity[336], which soon after became the founding pillar of modern
social psychology, Sherif claimed that: “an opinion, a belief, an attitude is perceived as
correct, valid, and proper to the extent that it is anchored in a group of people with similar
beliefs, opinions, and attitudes.[... Once it] is standardized and becomes common property of
the group [... in which it is considered] objective reality. Sherif also explained the social
conditions and processes under which beliefs and norms are reviewed. He did so by
linking conventional beliefs reviewal to metacognitive uncertainty: “when there are
[cognitive] stresses and tensions in the lives of many people in the community, the equilib-
rium of life ceases to be stable, and the air is pregnant with possibilities. [...] Such a delicate,
unstable situation is the fertile soil for the rise of doubts [...] The doubt and the challenge
which no one would listen to before, now become effective. These are times of transition from
one state to another [...] The transition is not simply from the orderliness of one set of norms
to chaos, but from one set of norms to a new set of norms through a stage of uncertainty”.

In relation to the aforementioned claims by Sherif, it has been recently found that
signals of states of surprise and uncertainty, elicited by agents in groups and so-
cial networks through natural language, “support event analysis by communicating to
others the mental state of the sender and in this way solicit their help with explaining the
event”[337]. Agents participate to group or social metacognition processes, precisely
because these processes offer to their participants rich information environments,
through which beliefs elicited or communicated by others can be used as elastic
doxastic supports to review or stabilize epistemic beliefs in a locally optimal way:
"Peoples judgments regarding the meaning of their metacognitive experiences can impact
other, downstream judgments. What is more, peoples judgments regarding the meaning of
their metacognitive experiences are malleable, indicating that people who are having similar
metacognitive experiences may show very different ultimate judgments as a function of their
lay theories linking these experiences with meaning"[333]

According to uncertainty-identity theory[338], social groups that are very homoge-
neous and polarized from a belief[339, 340] and preference[341, 342] homophily per-
spective, can provide a stabilizing support for the beliefs of their members. Through
doxastic communication, beliefs are attracted towards the belief barycenter of the
group[343]. Therefore, an agent that is able to elicit the distribution of beliefs within
groups to which he is connected through social ties, can target his communication
processes towards those groups and agents that exhibit the greatest doxastic affinity
with him; with respect to the concentration of probability mass of expectations of
group members on the states of the world that are preferred by the agent[343, 344].
Agents will therefore be "socially" and hence doxastically attracted by the largest
groups whose norms and expectations are closer to their "ideal" ones. Hogg and
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Blaylock[345] have found that the more a group is large and doxastically polarized,
the more it “provide[s] a sense of shared reality to their members [... these groups] serve the
function of reducing these persons uncertainty. Accordingly, the greater members need for
certain knowledge about the world, the greater should be their attraction to groups with a
firm sense of shared reality. Such epistemic need for firm knowledge has been termed the need
for cognitive closure. One may expect, therefore, that when individuals need for cognitive
closure is high, groups that are able to provide coherence, consistency, order, and predictabil-
ity to belief systems acquire particular appeal [... Where] the need for [cognitive] closure
is defined as the desire for a quick and firm answer to a question and the aversion toward
ambiguity or uncertainty. Ample evidence exists that a heightened need for closure leads
to a seizing and freezing on available information and on judgments that such information
implies”.

Moreover, those events that generate high levels of surprise because considered im-
possible or almost impossible, have been shown to “elevate peoples need for cognitive
closure” because through closure agents try to reduce actual and expected surprise,
i.e. uncertainty. Finally, “there is much support for the notion that a heightened need for
closure leads to a syndrome of group centrism, including pressures toward uniformity, rejec-
tion of opinion deviates, in-group favoritism, out- group derogation, and the endorsement of
autocratic leadership.[345] Therefore, when agents are very much averse to surprise,
the occurrence of black swan events[206, 255, 346] at first destabilizes, in doxastic
reviewal pressure terms, the epistemic beliefs of agents which experience extreme
surprise. Hence, it produces an even more deleterious and long-lasting effect on the
structure of social networks and on the intensity of communications. Agents being
put under pressure by uncertainty exhibit an increasing need for cognitive closure.
However, such a need for closure, while temporally mitigating expected surprise by
reducing avarege information flows, can further polarize society, from the point of
view of its degree of doxastic group segregation. Doxastic segregation which clearly
doesn’t favour inter-group communication and limits the spreading and dissemina-
tion of locally emerging evidence across the social system. Limiting the forecasting
accuracy of agents, and therefore, increasing the (unseen) surprise potential that the
future holds for them.

According to J. G. March and H. A. Simon[347] communications across groups and
social networks act as uncertainty absorption mechanisms: “Uncertainty absorption
takes place when inferences are drawn from a body of evidence and the inferences, instead
of the evidence itself, are then communicated.” Therefore, as suggested by Baecker[348],
communication can be seen as the process of “determination of the indeterminate but de-
terminable”, i.e. the epistemic beliefs, with the aim of "understanding the determinate”,
i.e. recieved doxastic signals.

The philosopher Donald Davidson, claimed[349, 350] that human rationality can be
better understood as the (a-priori) fitting of beliefs to evidence, and, the (a-posteriori)
judgement of observed evidence, in terms of signals and noises, on the basis of (pos-
terior) beliefs. Where beliefs represent and characterize the patternization and causal
justification of evidence. Resulting beliefs become beliefs of knowledge, and are ele-
vated to the status of epistemic "truth", until new evidence contradicts, reveals to be
unprobable, or, rationally non-justifiable, with respect to expected patterns of new
evidence. According to this view through rational sense-making beliefs become jus-
tifiable and hence transferable to the mind of another human, who can hence judge
his own (prior) beliefs in relation to recieved doxastic signals, and, eventually con-
verge towards them. By so doing, the process of patternization and causal justi-
fication of evidence, including communicated doxastic evidence, is carried further
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in terms of epistemic completeness and signal-noise ratio[351]. Davidson also sug-
gested that the same sort of relation occurs in a single mind through metacogni-
tion[352]. Luhman[353-357] also considered social interactions and ensuing uncer-
tainty as a composite mechanism through which conventional beliefs shifts occur
in groups and social systems. Tensions between conventional beliefs and commu-
nicated information/beliefs determines the re-negotiation of epistemic signal-noise
separation mechanisms, i.e. the new shared truths and doxastic conventions nec-
essary to coordinate the representations and forecasts of real-world phenomena. If
on one hand, uncertainty is necessary for the autopoietic reorganization of societies
and for their adaptation to changing information environments, on the other hand,
society members cannot tolerate excessive levels of uncertainty and hence try to in-
visibilize sources of uncertainty by reviewing their doxastic endowments for the
minimization of contingent surprise, given observed evidence. Under this perspec-
tive double contingency[358] may be viewed as a mechanism to reduce differences in
epistemic beliefs, while contemporaneusly surprise emerges and is hence contracted
through iterated communication and beliefs reviewal processes. Society itself can
therefore be seen as an “operative oscilation of uncertainty and organization”[359].

Natural Vs formal language, and, the granularity of communicated uncertain(ty)
signals

" Are information and uncertainty part of each other? "[360]

Uncertainty reporting and elicitation schema[361-366] have been extensively and
increasingly used in the last decades, for aiding NGOs, international organizations,
governments and corporates, to include experts’ judgements in formal decision-
making framework under "imperfect information". As pointed out by Parker and
Risbey[170], there are two basic requirements that uncertainty reports should meet,
generally referred-to as faithfulness and completeness:

e faithfulness: “an uncertainty report should accurately describe what the agent be-
lieves the extent of current uncertainty [i.e. expected surprise] to be; it should not
imply that uncertainty [i.e. expected surprise] is greater than, less than or otherwise
different from what the agent actually believes it to be”;

e completeness: “an uncertainty report should take account of all significant sources
of uncertainty [i.e. expected surprise], and should consider all available (relevant)
information when doing so”;

In formal uncertainty reporting[367], it is often assumed that the representation of
uncertainty should take the form of a standardized schema, regardless of the extent
of available information. Often the assumption is that uncertainty should be rep-
resented using precise first-order probabilities. Outcomes of interest are generally
presented through probability distributions, specified over the values of a parameter
or variable considered possible. In these formal uncertainty representation settings,
natural language terms are also codified to avoid possible meaning ambiguities, de-
rived from the common interpretation of a language, which not necessarily corre-
sponds to its use in a "specialized" field. In addition, confidence bounds are added to
estimated probabilities to reveal the imprecision or volatility of these inferred num-
bers. If, on one hand, these formal uncertainty representation schemes are powerful
instruments to commensurate and elicit uncertainty; on the other hand, “metrics to
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assess information may engender confusion when low confidence levels are matched with
very high/low likelihoods that have implicit high confidence"”.[368].

Evidence shows that real-world experts, especially those that study human systems
and their outcomes, like central bank governors or military councilors of govern-
ments, publicly describe their degree of confidence in their judgements with coarse-
grained probabilistic/possibilistic expressions, often using natural language[369-
374]. It must be remarked, that experts are not considered experts on the basis of
their above-average degree of confidence in their judgments, but, on the basis of
their capacity to estimate with high precision their degree of uncertainty in relation
to the latter, i.e. their expected surprise conditional on their epistemic beliefs. Hence,
if those who are called experts voluntarily choose to use coarse-grained judgements,
then, we can hypothesize that, conditional on their beliefs that also concern the re-
ceiver of the message and noise sources of the medium, such vague/coarse-grained
signals must a-priori have been considered the optimal choice to vehicle/convey a
specific message, and its actual information, to targeted receiver(s). By codifying the
desired message in such a way that it has, according to its sender, the highest signal-
noise ratio for the reciever in expected-terms. Moreover, when experts are forced to
formalize probability judgments, interesting biases emerge[168, 176, 375-379]: some-
times they spontaneously use numeric intervals for probabilities, in other cases, they
use numeric probability values in such a way that the number of digits of elicited
probabilities is proportional to their confidence on the information set used infer
that probability judgement. Both, the number of digits and the probability inter-
val, are implicit representations of higher-order uncertainties, which are evidenced
when one tries to represent formally the sources of his expected-surprise, in nu-
meric first-order probabilistic terms. Higher-order uncertainties can therefore be
"hidden" within first-order probability judgement. So maybe, granularity is not al-
ways a crude approximation of information, as we often assume, but reflects the
granularity of epistemic beliefs used in the judgement, and therefore, it could be the
optimal information encoding scheme for describing the actual degree of uncertainty
of agents, not only experts, given their beliefs.

If we think to information from Shannon’s perspective[242], which viewed the latter
as a measure of surprise. Then, when an agent sends, to a target group of agents,
a messege of "uncertainty” concerning the state/outcome of a (named) system/pro-
cess; for example: by using the noun "uncertainty" in relation to a forthcoming deci-
sion of monetary policy, like the fixing the official lending interest rate by a central
bank; he elicits and signals his epistemic beliefs on the issue. The noun "uncertainty"
must be clearly distinguished from the adjective "uncertain", because the former con-
veys a message on epistemic beliefs that is not exclusively personal, but collective,
whereas the latter doesn’t. It relates the beliefs of all parties involved in the commu-
nication. When an agent sends a message of radical "uncertainty”, he jointly elicits
and signals his epistemic beliefs concerning:

1. his own and others’ epistemic beliefs. Where "others" represents the agent(s)
to which the message is addressed;

2. the fact that he considers the latter doxastic endowments (1) totally unfit to
rationally infer/anticipate the state/outcome of a (named) system/process;

3. the fact that, given (1,2), he anticipates his own and others” extreme/infinite
surprise, to be expected in relation to the (actual or expected) state/outcome
of the aforementioned system/outcome;
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Therefore when one communicates, to a target group of individuals, the occurence of
a state of, so called, radical "uncertainty", in relation to a real-world system/process
and its state/outcome; we must think of it as a message with infinite entropy poten-
tial. Because in such circumstances, the sender wants to convey to the receiver(s) an
idea similar to the following;:

On the basis of my known knowns and known unknowns concerning the [actual or expected]
state/outcome of a system/process [the grammatical complement of the word "uncertainty”]
and about your epistemic beliefs concerning it; the message that i want to give you, to help
you reduce the surprise that awaits you in relation to the observation of the latter state/out-
come, is that neither you nor I, given our epistemic beliefs, are, at the moment, able to immag-
ine, identify or attribute expectancy/probability mass, to the state/outcome that is more likely
to occur, therefore, you as I should expect the unexpectable and prepare to it, by speculating
as much as possible on the latter system/process and collecting evidence that at the moment
neither you nor I have evaluated or had access to.

Such a message is by construction instrumental to social metacognition, because it
refers to the senders’ epistemic state, but also to the receiver(s)” epistemic state(s), as
represented by the sender. The interesting point is that the message is elastic/mal-
leable from an surprisal effect point of view, even if it has infinite surprise potential.
Because:

* if the receiver is uncertainty averse, he will prefer to avoid as much as possible
surprise in relation to such message. He can obtain this effect by consider-
ing the latter a declaration of total ignorance of the sender, with respect to a
(named) system/process, and/or, his beliefs concerning the beliefs of the re-
ceivers. The receiver can therefore interpret the message simply as a request
for help/information, which has nothing to do with his own capacity to infer
the state/outcome of the (named) system/process;

* on the other hand, if the receiver is uncertainty seeking, he will prefer to think
that, the sender has "complete" knowledge of knowables and unknowables,
of both, himself (the sender) and the receiver, and therefore, his suggestion
should be totally embraced. The receiver would experience extreme/infinite
surprise, and, should consider all states/outcomes to which he previously at-
tributed probability mass as almost impossible, and, identify states/outcomes
that were considered almost impossible, or not even considered in his out-
come/state space, and attribute to the latter the whole probability mass;

* a third path is also possible, if the reciever is uncertainty neutral, he will prefer
to improve, as much as possible, his epistemic situation, his feeling of know-
ing, conditionally on his priors (those of the reciever), concerning the degree
of knoweldge that the sender has about himself (the reciever) and about the
(named) system/process. Information/surprise extracted from the message
will in this case totally depend on the reciever’s priors;

We can immagine a situation in which a uncertainty averse human agent, objectively
incapable of projecting colors in the hue, saturation, and brightness continuous-
space, is obbliged to play a game in which he has to extract every minute a ball
from an urn, which he is told to contain colored balls, of an unknown number and
of unknown colors. Probably, to reduce his expected surprise, before extracting any
ball he will attribute, through his beliefs, non-null probability /expectancy mass to
colors he already knows, maybe through an uninformative discrete prior. However,
immagine that the agent has extracted 100 balls from the urn, and at each extraction,
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the extracted ball is of a (objectively) different color with respect to those previously
extracted, at a given moment the better epistemic strategy to reduce surprise, is to
attribute all the expectancy/probability mass, in equal parts, to those colors that the
agent can immagine, which haven’t yet occured, and, attributing mass 0 to those
that have already occured. Now immagine that all colors that the agent can im-
magine have occured, to try to anticipate through his beliefs the extraction, and,
reduce ensuing surprise, he will have to attribute mass not to imaginable colors, but
to their complement, the set of unimaginable colors, which are only unimaginable
and not also indiscernible. Therefore, having no other alternative he will attribute
probability mass to the empty set, that will represent perceptually discernible but
unimaginable events. The only valuable knowledge for him in such situation, is his
awareness of the existance of these unimaginable unknowns, this is precisely what
radical uncertainty represents. Now immagine that another agent enters the room
and asks to the player what is the best forecasting strategy to play the game, if the
two agents share the same imagination capacity, the most informative message he
can give him will probably be:

prepare yourself for radical uncertainty!

As we have seen in this section, communication, in particular the communication of
states of uncertainty and radical uncertainty, plays an essential role in human social
metacognition, feelings of surprise and beliefs reviewal: if contingent communica-
tion activity is ignored, it will be impossible to understand and predict the degree of
uncertainty of socially embedded agents, because posterior beliefs and uncertainty
are mutually defined through social metacognition and its underlying communica-
tion and surprise[380]. Society is therefore the structure that creates the”common
context of reference that render shared knoweldge and consensus a possibili