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This dissertation is divided in three self-contained and single-authored chapters. We an-
alyze, in three different theoretical models, the role of coarse cognition, also defined as
categorical rationality, and its consequences on agents’ behavior and incentives. In the
first and the second chapter, we analyze a model of competition between cognitively lim-
ited agents (or firms). Specifically, in the first chapter we investigate the consequences of
competition between agents that have different abilities to recognize the states of the world.
In the second one, we provide necessary conditions for agents to cooperate, either tacitly
or explicitly. The third chapter presents a cooperation model where agents are compelled to
redefine their communication in order to meet the cognitive limitations of the partner. As
a general result, we find that coarse cognition has deep consequences on agents’ ability to
understand the situations they face, affecting their ability to implement precise strategies,
that are optimal given agents’ information but suboptimal with respect to the true state of
the world.
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Introduction

In economic theory, the assumption of perfect rationality have long been deemed as too
strict and unrealistic, and recently literature has, both theoretically and experimentally,
tried to move on from this assumption. The aim of this dissertation is to propose economic
applications of what we call coarse cognition, i.e. the incapacity to perceive reality precisely
as it is. Due to their cognitive limitations, agents categorize the information they receive,
bundling together similar states. In three different chapters, we present three theoretical
models in which we analyze agents’ strategic behavior when they do not fully recognize
or understand the world where they make their decisions. In the first and in the second
chapter, we evaluate the role of cognitive limitations in a competition setting, while in
the third chapter we consider a cooperation game.

Chapther 1 investigates the impact of categorical rationality on strategic choices.
In particular, in the framework of a Cournot duopoly, we investigate the implications
of agents’ tendency to bundle together similar situations (as in [Mengel, 2012], [Heller
and Winter, 2016, and [LiCalzi and Miihlenbernd, 2019]). We find that the best joint-
performing dyads are composed of agents with individual categories that cover different
intervals of the market demand, and that they may outperform agents with the abil-
ity to choose their own categories. Further, we analyze communication, finding that
only unilateral communication can make the arising cognitive advantage greater than the
competition disadvantage.

Chapther 2 introduces agents’ coarse cognition in an industrial organization setting,
where we ivestigate firms’ incentives to start and maintain tacit or explicit collusion in the
long run. Our analysis is applied to a repeated Cournot game. We assume that firms, as
in the first chapter, have cognitive limitations that impair their perception of the market
demand. While the literature has extensively investigated firms’ incentives to form cartels
(see [Levenstein and Suslow, 2006] for an empirical survey, and [Harrington, 2017] and
[Garrod and Olczak, 2018] for more recent theoretical findings), not much is known on the
role of the perception of the market demand and how it affects firms’ capacity to collude,
either tacitly or explicitly. Consistently with the emergent literature, we find that tacit
collusion is, in the long run, easier to sustain than explicit collusion, despite being, under
certain circumstances, less profitable (see [Fonseca and Normann, 2012] and [Waichman
et al., 2014] for similar experimental findings). Finally, we perform a welfare analysis,
and we find the conditions under which the Competition Authority could mitigate the
negative effects of collusion.

Chapther 3 provides an explanation for performance heterogeneity among teams with
ex ante similar initial conditions. We study a model of team-working where two agents
form a dyad and decide whether to launch or not a two-dimensional project, which is
potentially profitable. We investigate two sources of inefficiencies. On the one hand,
each agent is expert in a specific fields, and has cognitive limitations regarding the other
field: as they are aware of each others’ limitations, agents are compelled to redefine their
communication at a coarser level (as in [Wernerfelt, 2004]). We find that categorical com-
munication always decreases expected profits compared to perfect communication, and
that there exist ways in which these inevitable inefficiencies can be mitigated. On the
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other hand, we study the effects of biased beliefs of team members: agents may overesti-
mate or underestimate the profitability of the project, and hence increase the probability
of incurring wrong choices. We find that these biases not only decrease expected profits,
but may also make communication between team members detrimental.
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Chapter 1

Categorical Rationality and
Competitive Interaction

Abstract

This chapter builds on a recent literature that investigates agents with categorical ratio-
nality: agents that maximize utilities given their categorized information. In our setting,
agents categorize bundling together different states of the world. They lose informational
precision, but they reduce the number of strategic decisions to make. We analyze a one-
shot Cournot competition where two agents categorize the market size into two exogenous
and fized categories: they cannot distinguish values of the market size that belong to the
same category. We find that the best joint-performing dyads are composed of agents with
individual categories that cover different intervals of the market size, and that they may
outperform agents with the ability to choose their categories. We then examine commu-
nication and the trade-off it generates between a cognitive advantage and a competition
disadvantage. The latter usually overcomes the former, unless communication is uni-
lateral and other certain conditions hold. This chapter contributes to the literature that
investigates the tmplications of agents with categorical rationality. QOverall, our results
contribute to shed light on how the coordination (or the miscoordination) of categories can
affect agents’ collective performance.

Keywords: Categorical rationality, Competition, Categorization, Communication.
JEL Classification Numbers: D83, D91.



2 Chapter 1.

Reflecting the world, we organize it in entities: we analyze the world gath-
ering and breaking up a continuum of almost uniform and stable processes, to
better deal with them. [...] It is the structure of our nervous system that works
in this way.' [Rovelli, 2017]: 149.

1.1 Introduction

When they perceive a new phenomenon, people tend to relate it to phenomena observed
in the past that have analogous characteristics. This mental operation is called catego-
rization and is one of the most basic processes that regard cognition. Stated differently,
categorization implies classifying objects and ideas into disjoint classes called categories,
that help the human brain deal with vast amounts of information: accommodating indi-
viduals’ cognitive limitations, categories reduce the costs associated with gathering new
information, storing and registering it ([Baumol and Quandt, 1964]).

Given its relevance, the study of categorization spans several disciplines, ranging from
linguistics to neuroscience, psychology, and economics. In economics, categorization has
been investigated both in decision and in game theory, and more specifically in the litera-
ture regarding bounded rationality. Besides the importance of the topic, many salient
aspects still need to be examined. Up to now, two main strands of literature have
emerged on this subject. The first focuses on the evolutionary formation of categories
(see for instance [Mengel, 2012], [Heller and Winter, 2016], [LiCalzi and Miihlenbernd,
2019]). The second one investigates the implications and empirical evidence of catego-
rization ([Samuelson, 2001], [Halevy et al., 2012], [Gibbons and Henderson, 2013] among
others). Our paper contributes to this second branch of literature, that offers a variety of
theoretical approaches and results.

In our paper, we aim at exploring how agents with categorical rationality (i.e. agents
that maximize their utility conditional on their categories) are reciprocally influenced by
their different categorizations. In particular, we study the case of two agents involved in
a competitive game with continuous strategies (assuming a Cournot competition). We
analyze individuals who coarsely categorize the market demand, and have exogenous and
fixed categories. Erogenous means that agents are endowed with specific categories, fized
because categories cannot be modified.?

More specifically, in our model we assume that the true market size of the Cournot
competition is not directly observed by the agents, who can only discriminate between
two categories. In this case, a category is an interval of possible values for the market
size. Further, agents need not share their categorization with the opponent: they learn
them before the game starts.

Our analysis considers four different steps. First, we compare pairs of agents with
different categorizations, and we compute which of these dyads makes higher profits on
average. We find that the best performing dyads are composed of agents with individual
categories that allow them to specialize in different intervals of the market size. Second,
we proceed by comparing agents who have two fixed categories with agents that have
the ability to set their own two categories. Under certain conditions, the second type

! Author’s translation from Italian. The actual reference is: “Nel riflettere il mondo, lo organizziamo in enti:
pensiamo il mondo raggruppando e spezzettando al meglio un continuo di processi piti 0 meno uniformi e stabili,
per meglio interagire con essi. [...] E la struttura del nostro sistema nervoso che funziona in questo modo”.

2As an explanatory example, think about driving speed in highways. People roughly discriminate between two
cases: low and high driving speed, where the boundary is set to 130 km/h. How we categorize driving speed (low
below 130 km/h, high above it) is exogenous (the government set the rule) and fixed (the drivers cannot modify
it).
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of agents may perform worse than agents with exogenous and fixed categories. In fact,
the stage-game of deciding categories resembles a prisoners’ dilemma: agents make a
decision that is individually optimal but not socially efficient. Third, we analyze whether
truthful communication can help agents and lead them to higher payoffs. Because of
the competitive nature of the game, we find that communication generates a trade-off
between an improved perception of the game (a cognitive advantage given by the fact
they have more information and they may refine the understanding of the market size)
and an increase in the strength of the competition within each situation (competition
disadvantage). Results show that, in truthful bilateral communication, the competition
disadvantage always overcomes the cognitive advantage; if they communicate bilaterally,
agents may end up being worse off. Thus, more information is not always better. Lastly,
analyzing the intermediate case of truthful unilateral communication, we find that it
can yield to a Pareto improvement. Under specific conditions and assuming transferable
utility, having only one agent that communicates is beneficial for both players.

Overall, our results contribute to shed light on how the coordination (or the mis-
coordination) of categories affects agents’ joint performance. This can be relevant in
industrial organization, and especially in the study of duopolies: decision makers could
increase their profits (and decrease consumers’ surplus) depending on how they perceive
the market demand.

This chapter is organized as follows. The rest of this section assesses the related lit-
erature. Section 1.2 presents the model and the assumptions. Section 1.3 introduces
binary categorizations, and derives the first two results: we introduce agents’ equilibrium
strategies and compare expected payoffs for agents with exogenous versus endogenous cat-
egories. In Section 1.4 we introduce truthful communication, and we look for conditions
under which bilateral or unilateral communication can yield a Pareto improvement. We
find such conditions only for the latter. Section 1.5 examines the assumption of truthful
communication. We find that agents have incentives to lie and end up avoiding commu-
nication at all. Section 1.6 concludes. Appendix A includes the proofs of the propositions
stated along the paper. Appendix B encompasses the special case of agents with shared
categories.

1.1.1 Related literature

As [Allport, 1954] noted, the process of categorization is inevitable and helps the human
mind to think and interpret whatever information is registered. Cognitive scientists tend
to agree that categorization is one of the most basic phenomena of cognition, and it repre-
sents a necessary mental step that individuals make in order to organize their knowledge
(see [Cohen and Lefebvre, 2005] for an extensive inquiry). Individuals need easily ac-
cessible tools to understand and use a new piece of information. Categories represent a
very useful shortcut: they accommodate individuals’ cognitive limitations and let them
classify the upcoming information depending on past experiences.?

As noted, two main strands of literature have emerged about categorization. Some
articles have analyzed the implications and empirical evidence. For instance, [Samuel-
son, 2001] analyzes agents that play different types of games (ultimatum, bargaining, and
tournament) and finds that the first two can be grouped together in order to save on
complexity costs. A model of categorical rationality is used by [Gibbons and Hender-
son, 2013] to find that when players share categories in a one-shot interaction they may

3Some kinds of categorizations even seem to be independent of sensory experience: for instance, the structural
rules behind Chomsky’s Universal Grammar, or basic object categorization, as stated in [Hoff and Stiglitz, 2016]:
26.
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end up better (or worse) off than when they perfectly discriminate the space of games.
Using categorical rationality, [Mullainathan et al., 2008] explains how a persuader (e.g.
a product advertiser) can take advantage of the people she tries to persuade: she can
exploit categorical thinking of target agents and send uninformative messages that shift
the attention of receivers to other topics, much more apt to influence receivers’ behavior.
[Halevy et al., 2012] find empirical results that support the idea that individuals catego-
rize strategic interactions: a natural tendency to simplify induces people to perceive only
a limited number of archetypal situations (only four). An optimal degree of refinement
in categorical thinking is assessed by [Mohlin, 2014], who finds that optimal number and
shape of categories are endogenous to the model and solve the trade-off between category
homogeneity and the ability to make better predictions.

More recent articles appraise how categories are formed: the underlying idea is that
categories are molded by evolutionary processes. For instance, in [Mengel, 2012], agents
must learn which games to discriminate, and they need not always end up learning the
same partition. [Mengel, 2012b] tests the evolutionary fitness of different partitions (i.e.
categorizations), finding conditions under which coarse partitions have higher evolutionary
fitness than finer partitions. [Heller and Winter, 2016] investigate the question of rule
rationality: the properties of the strategic environment determine which kind of rule of
thumb (or mode of behavior) agents decide to apply. In this paper, the authors prove
that bundling together many decision situation can be beneficial, net of smaller cognitive
costs and fewer informational requirements. [LiCalzi and Miihlenbernd, 2019] depart from
these ideas assuming agents cannot choose their categorizations, and their main result is
that, in the long run, agents end up sharing their categorization abilities. The view that
categorization is the result of an evolutionary process is coherent with [Bednar and Page,
2007], for which ensembles of games can result in “aggregate behavior that can be defined
as cultural”, and with [Hoff and Stiglitz, 2010], who argue that social beliefs systems are
rigid and difficult to modify.

There is a wide literature on the role of society in shaping categorical rationality. As in
[Denzau and North, 1994], individuals with common cultural background will reasonably
share similar ideologies and theories to interpret their environment. [Hoff and Stiglitz,
2016] argue that the set of mental models (tools that individuals use to process infor-
mation and conceptualize) is actually a product of the social context, and individuals
draw their mental models from this set: “in this sense, exposure to a given social con-
text shapes who people are” ([Hoff and Stiglitz, 2016]: 26). The use of specific categories
may depend on the society in which an individual operates: as the development of social
norms (“behavior of a group if the behavior differs from that of other groups in similar
environments”, [Benhabib et al., 2011]: 32), the evolution of categories is a lengthy pro-
cess whose outcome may be difficult to modify or eradicate. [Fryer and Jackson, 2008]
provide a link between categorization and social interactions: for instance, minorities are
categorized more coarsely than the majority.

1.2 The model

Consider two agents, labeled 1 (male) and 2 (female), engage in a Cournot competition
game. Each agent ¢ = 1,2 simultaneously chooses a production quantity x; facing a null
marginal cost; z; + x; is the aggregate output quantity, and we assume agents face an
inverse linear demand. The market demand is

d=a— (z;+ ;)
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where a is the value of the market size. Payoffs depend on both agents’ production
decisions and the market size:

m = max {z;d,0} (1.1)

We assume that the market size is a random variable A. We let a be the true state,
i.e. the realization of the market size A.* Let R4 = (0,1) be the support of A, i.e. the set
of all possible values of A. Note that the support of A is a totally ordered set. Moreover,
for simplicity, we assume that A is uniformly distributed. All of the above is common
knowledge. As an explanatory example, we can think of two duopolists who need to set
their production, but do not precisely know how large is the market demand going to be
in the following period.?

Categorization. Before the game starts, each agent ¢ = 1, 2, due to its cognitive limita-
tions, categorizes a in two alternative subsets of R4. A categorization C; over R4, for the
agent ¢ = 1,2, is a partition of R4. Denote the cardinality of C; by #C; (sometimes we
refer to #C; as the discrimination level of agent 7). For simplicity, we assume #C; = 2,
for each 7 = 1,2: agents have a binary categorization. That is, each agent ¢ partitions
the support R4 in two categories, which we denote C¥ and CH (as R, is totally ordered,
categories are intervals).® Hence, C; = {CF,CH}, where the labels L and H denote
Low and High market sizes, respectively: in fact, without loss of generality, we assume
sup CF < inf CF. Note that by definition of categorization, we have C¥ N CH = @ and
CFUCH = R4. Moreover, we assume categories are convex intervals.

We assume that agents are categorically rational: they are rational, conditional on
the information embedded in their categories. Because agents have cognitive limitations,
they cannot perfectly discriminate the market size A, and are unable to detect the exact
value a. For a given categorization C;, an agent is able to tell only which category (i.e.,
which region of the support R4) contains a.

This implies that the agents have only partial information about the game they are
about to play. Thus, cognitive limitations affect agents in two ways: (i) directly, by
influencing their expectation about the market size, and (ii) indirectly, through their
expected market demand and profits.

At the beginning of the game, nature chooses the market size a from a given distribu-
tion. Due to its cognitive limitations, each agent recognizes only a category (i.e. a block)
containing a. Fz ante, an agent i has only two complementary categories C and C{. Ex
post, we let S§ denote the category that includes a. We call S¢ the situation perceived
by agent i once a is realized (the superscript a reminds us that S¢ is the category that
includes a). For instance, if a € CL, then S¢ = SL' = CL. In general, we have that

7

ga _ SEifaeCFH
SHifae CH

Categories are given ex ante, before the market size is realized; situations are perceived
ex post, after the market size is realized.

4Throughout the dissertation, we denote random variables by upper-case latin letters and their realizations by
lower-case latin letters.

SFor instance, two rental cars who have to forecast the demand for cars each month: they cannot figure out
the exact number of cars demanded because of several unpredictable conditions (e.g. weather conditions or strikes
in the public transportation service).

5This can be considered a particular case of [Mengel, 2012], where the marginal cost £; = 0 for the categories
j=1,2,and & = oo, for all j > 3.
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Example 1.2.1. Assume CL = (0,0.4] and CH = (0.4, 1) are the categories through which
agent i discriminates the support of the market size Ra. As the game starts, let a = 0.41
be a realization of A. Then, agent i perceives situation SH: she knows that a = 0.41 lies
in the category CH C Ry, but she does not know its exact value. A

Thresholds. Each agent has her own categorization of the market size. The mechanism
through which each agent ¢ = 1,2 categorizes the market size can be described by a
threshold parameter «; € [0, 1], exogenous and fixed, that separates the two contiguous
categories. In particular, categories are CF = (0,q;) and CH = (ay,1). Thus, when
a < «;, agent i perceives the low situation SF. When a > «;, she perceives the high
situation S#.

For instance, if «; is very close to 0, then agent ¢ would bundle together all the games
where the market size is not negligible. By contrast, when «; is close to 1, then the agent
would bundle together games where the market size is very large. In the limit case where
«; is either 0 or 1, there is a unique category that bundles all possible values. Given the
threshold «; and the situation S{, each agent’s expectation about the market size is given
by E;[A|S¢] and is a function of «;.

We assume that agents know how the opponent categorizes (and hence her threshold)
before the game starts. Moreover, without loss of generality, we assume a; < as. Al-
though an agents bundles two different realizations of A in the same category, she still
knows that her opponent may treat these two realizations differently.

Example 1.2.2. Assume oy = 0.4, ay = 0.6, and a = 0.41. Then, agent 1 perceives

the H situation, whereas agent 2 perceives L. We have Ei[A|Sf] = 2 = 0.7, and

By[A|SY] = @2 = 0.3. A

2

Communication. After perceiving the situation S?, each agent ¢ can share this piece of
knowledge with the opponent by sending a message. Let M; = { M}l M (0} be the set
of possible messages for each sender i = 1,2, where M; = () denotes a void message.” A
(non-void) message sent by agent i is an element of the set of categories of ¢; that is, if
M; # 0, then M; € C;. Thus, for a generic message M;, we have M; € {C; U]}

We assume that non-void messages are truthful, and this is common knowledge: mes-
sages must contain the true state of the world, that is M; = S?. Hence, we assume that
agent 7 reveals the opponent exactly the situation she has perceived, i.e. the category that
contains a. Moreover, agents know that messages are truthful, hence they believe the
message they receive.

When agent i receives a message M; from the opponent j, she gathers additional
information about the market size. In fact, as long as she knows the message is truthful,
she may be able to reduce the interval in which she believes a is included from S{ to
SN M;.

We say that agent i refines her understanding of the market size if the message allows
her to shrink the set of possible values of the market size. This updating refines the
understanding of the market size only if the following conditions are satisfied: (i) M;NS? #
0, and (ii) M; 2 S{. These conditions guarantee that the combination AM; N S¢ reduces
the possible values of A perceived in S, i.e. (M; NSE) C S¢.

Example 1.2.3. Let a1 = 0.4, ap = 0.6, and a = 0.41. When agents truthfully exchange
their information, agent 1 sends a message My = M{ whereas agent 2 sends M, =

"A void message carries no information at all.
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MZE.  Then, both agents refine their understanding of A: agent 1 from FE; {A]Sﬂ =
0.7 to F4 [A|S{{ N Mﬂ = ax2 — (.5, agent 2 from EQ{A|SQL} = 0.3 to EQ[A|SQL N
MIH] = % = 0.5. Now, suppose a = 0.39; nothing changes regarding the situation

perceived (and the message sent) by agent 2, but agent 1 now perceives SE, expecting A

to be E; [A\Sﬂ = 4t = 0.2. He sends the message ME, and hence agent 2 updates her

expectation Fs [A|SZL N Mﬂ = G = 0.2. Agent 1 updates his expectalion given ME but

he does not refine his understanding of A: in fact, E; [A|Sﬂ =F [A|SlL N MQL} =02 A
similar reasoning applies to agent 2 when a > 0.6.

Truthful messages are an assumption. If we relax this assumption, we let the agents
have the possibility to communicate strategically, i.e. convey the message they want re-
gardless of the perceived situation; hence, if we let agents choose their messages in order to
maximize their expected payoffs, both agents may have incentives to deceive the opponent
and send untruthful messages. When this is the case, the receiver of the message would
rationally believe that the message itself may be untruthful. We analyze this possibility
later in Section 1.5.

Expected payoffs. When they set their production quantities, agents decide depen-
dently on the market demand they expect. The expected market demand for agent ¢
is

E [D

se, M) = E;[Alse n ;) - (x Y B[]S0, Mj]) (1.2)

and depends on the situation perceived by agent i (S¢), the message received by the
opponent (M), the expected quantity set by the opponent (E; [:L‘j|SZ-a, Mj} ), and the own
quantity x;. Thus, the expected payoff function for agent 7 is

E [Hi

ST, Mj} = max {szZ {D

Sg,M]},o} (1.3)

The payoff attributed by ¢ to the combination S N M; of situation S{ and message
M; is the expected value across all compatible market sizes. To distinguish it from the ex
post payoffs in (1.1), we call (1.3) the ez ante expected payoft if neither S{ nor M; have
yet been observed, or the interim expected payoff if only S{ or both S{* and M; have been
observed.

All agents behave rationally given their beliefs: they set their production quantities
after they have maximized the interim expected payoffs. Once nature has drawn a and
production decisions are made, ex post payoffs are realized; then, the true market size is
eventually observed.

Timing. The timing of the game is the following:

1. nature draws a, realization of A;

2. each agent © = 1, 2 privately observes S{ and derives her expectation E; [A]Sf] about
the market size;

3. agents may simultaneously exchange messages: when an agent ¢ receives a message
M;, she updates her expectation £; {A|S§ N Mj];
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4. each agent makes her production decision z; in order to maximize her interim ex-
pected payofts;

5. payoffs are realized.

As a benchmark, we analyze the game under (i) no discrimination, and (ii) perfect
discrimination (or perfect categorization). Under no discrimination, agents have only one
coarse category (as if oy € {0,1}). Under perfect categorization they can discriminate
every value of the market size. Corresponding to the first case is the common meet of all
the partitions of R4, ordered by refinement, whereas the latter case corresponds to their
join.

Benchmark 1: no discrimination. The meet is the coarsest categorization of R4
(#C; = 1); hence, when agents do not discriminate, they only perceive S¢ = R4 and
infer that A ~ ¢(0,1). We call this benchmark no discrimination. Agents’ expectation
about the market size is F;[A|S?] = % Communication is useless, because messages can-
not refine agents’ understanding. As they both maximize their profits, agents have the

following reaction functions:
vy = Bl [Ag]m
To = 7E2 [142]—501

Solving the system, we get the optimal production decisions 2 (where the superscript
M is a reminder for “meet”) for both agents: ! = 2} = %. Then, both the ex ante the
and interim expected profit functions are

1
B[] = 5%

Expected profits are constant because agents forecast the same value for any realization
of A. Hence, ex post payoffs in (1.1) only depend on a (and they are increasing):

3a—1
M\
T, (a)—max{ 13 ,O}

Benchmark 2: perfect categorization. The join is the finest partition: both agents
can perfectly discriminate every realization of A, as if they had an infinite number of
categories. We call this case perfect categorization. The reaction functions

T = a—2m2
Ty = a;:pl
are increasing in the realized size a of the market. Solving the system yields the optimal

: copd — o _a ; .
productions: xy = x; = . The corresponding profits are:

As actions, profits are increasing in a: the greater the size of the market, the greater
the profits, that span from 0 to é.
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1.3 Binary categorization

We analyze the game played by two agents with different binary categorizations, and hence
different thresholds. Momentarily, we leave out the possibility that agents exchange (non-
void) messages (i.e. we have that M; = () for each i = 1,2): this option is analyzed later.
We first delineate the equilibrium production functions of agents with binary and fixed
categorization, analyzing their expected profits. We then compare the equilibrium payoffs
of agents endowed with exogenous and fixed categories with the payoffs of agents with
full control on their thresholds, and we find conditions under which the first ones perform
(on average) better than the second ones.

Given the assumptions stated in Section 1.2 (A is uniformly distributed and o < ag),
it is possible to represent the agents’ categorization of the market size as in Figure 1.1.

ct CH
//\
0 1 a9 1
ck CcE

F1GURrE 1.1: Example of agents’ heterogeneous categorization of R4.

Given their coarse categorization, agents choose actions for the two situations they
can perceive: call ¥ the quantity produced by agent i when she perceives the situation
Sk where k € {L, H}. Hence, i decides to produce a low quantity x after perceiving a
low market size and a high quantity = after perceiving a high market size.

If agents had the same threshold, they would perceive the same situation. When agent
have different thresholds, this is no longer true: when they set their production quantities,
agents need to take into account the situation potentially perceived by the opponent. In
fact, each agent knows that two possible values of a that she cannot discriminate might
conversely be perceived differently by the other. For instance, if agent 1 perceives that
the market size is large (S), he knows that agent 2 may perceive either S¥ or SZ, but
he cannot tell in advance.

Let E;[x;|S¢] be the production quantity that ¢, after perceiving situation S¢, expects
the opponent j to produce. Clearly, E;[x;|S{] is a convex combination of z} and z:

E;[z;|S¢] = Pr(S§ = SF|S¢)at + Pr(Sy = Sf[S¢)al! (1.4)

Given (1.4), and combining (1.2) and (1.3), after perceiving situation S§ the maximization
problem for agent ¢ becomes

max F; [HJSf] = max {xf (EZ [A|Sﬂ — (z¥ + E; [xﬂbﬂ)), 0} (1.5)

k
;i

where k € {L, H}.

The maximization of interim expected profits in (1.5) yields a system of four equations
in four variables (2 situations x 2 agents): the solutions are the equilibrium production
functions. Let z%* be the equilibrium production for agent i after having observed sit-
uation S¥, where k € {L, H}: x¥* only depends on thresholds a; and ay. Substituting
the equilibrium productions in the profit function (1.5), we find the equilibrium interim
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expected payoffs F; {HﬂSﬂ; weighting the interim expected payoffs by the probability
that ¢ observes each situation yields the ex ante expected payoffs FE; [H;‘(oq, ()(2)}. Once
the market size is realized, agent i earns payoff 7} (a, aq, as).

Proposition 1.1. Agent i produces the equilibrium quantity x¥* when she perceives situ-
ation S¥, where i = 1,2 and k € {L, H}. Ez ante expected payoffs are E; [H;‘(al, 052)} and
depend on thresholds oy and .

Proof. See Appendix A. n

When agents have different categorization of the market size (and in particular ag <
ay), each of them has a distinctive competitive advantage: agent 1 perceives a finer L
situation than the one perceived by agent 2 (CL C CL); as his category for low market
sizes is finer, agent 1 has more precise expectations about the market size than agent 2
when a is sufficiently low. The same happens for agent 2 when the market size realization
is large enough. Agents make the most of their discrimination ability: they take more
fine-grained actions when they deal with finer situations.®

Example 1.3.1. Suppose agent 1 has a low threshold (o = 0.2) and agent 2 a high one
(aa = 0.8). If nature draws a = 0.1, they both perceive the L situation. If they could
perfectly discriminate across market sizes, the best action would be choosing x = § =
0.03 (as in Benchmark 2). Instead, agent 2 produces xk* = 0.12, about four times the
optimal production under perfect discrimination. Agent 1, knowing the discrimination
ability of agent 2 and her propensity to overproduce, nullifies his production in order
not to lose money. An opposite situation occurs if nature draws, for instance, a = 0.9.
The optimal production decision under perfect discrimination is x = 0.3; as both perceive
the H situation, agent 1 underproduces setting x* = 0.21, whereas agent 2 adjusts her

production setting xi* = 0.34. JAN

Best binary categorizations. Both under no discrimination and perfect categorization,
ex post payoffs only depend on the market size a: in these two benchmarks, given agents
play their equilibrium strategies, ex post payoffs range from m; = 0 when a = 0 tom; = 11.1
when a = 1.°

Under binary categorization, realized payoffs m;(a, a1, ) in (1.1) depend not only on
a but also on thresholds a; and ay. To find the spectrum of possible payoffs, we identify
the minimum and maximum payoffs. Let m, and 7; be, respectively, the global minimum
and maximum of 7;(a, o;, ;) for agent i given a, a; and g are in (0,1)*. The minimum
realized payoff m; is zero when a = 0. To find the maximum payoff 7;, we consider the
space [0, 1]%, where each point represents a pair of thresholds (aj, ), or, similarly, a
dyad with thresholds (ay,as). Given that 7/ (a,ay, as) is increasing in a, we hereafter

show, in Figure 1.2, the contour plots for ex ante expected payoffs F {HT(OQ,OZQ)} and
E'Q [H;(O[l, 042)} .
The contour plots suggest that agent ¢ expects the highest possible profit when (i) she

has a threshold «; = 0.5, and (ii) opponent j has a boundary threshold, i.e. a threshold
that coincides with a boundary of R4. This implies that the best achievable individual

8For instance, the cross-race effects deal with a related question: ethnic groups recognize members of their
own better than members of other ethnic groups. See [Fryer and Jackson, 2008] and [Tanaka and Taylor, 1991]
for a more extensive inquiry.

9Hereafter we multiply the realized payoffs by 100.
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FIGURE 1.2: Contour plots for Ey [IIj (o, az)] (left) and B [IT3(ay, az)] (right).

profits for agent i are reached when she can discriminate two categories of the same
length and when the opponent can discriminate only one category (and the market size’s
realization is @ = 1). When these conditions are satisfied, we have

m=m(a=10 =.5,0=1)=15.79
for agent 1, and similarly
77'2 = W;(CL = 1,0(1 = 0,062 = 5) = 15.79

for agent 2.1

In our setting, categories are exogenous: agents are born with their threshold and
they cannot change it. In [Heller and Winter, 2016], before deciding their actions, players
adopt a rule rationality, i.e. a rule that determines which different situation are bundled
together. Tailoring this idea to our context, we allow agents to choose how to partition the
market size: in other words, agents have full control on their own thresholds. In the fol-
lowing paragraph, we adopt Heller and Winter’s assumption and look for the equilibrium
thresholds chosen when agents have full control.

As shown in Figure 1.2, agent 1 is better off in the point (a1 =0.5,a0 = 1), whereas
agent 2 would prefer to be in the point (al =0, = O.5>. Hence, each agent 1 = 1,2

would initially choose the threshold «; = 0.5. However, (al =y = 0.5) is not an

equilibrium solution. In fact, when the opponent j sets o; = 0.5, player i prefers to
deviate from a; = 0.5.
The problem is formalized as follows: in order to find equilibrium thresholds, we let

each agent ¢ maximize her expected profit F; [H;‘(al, ag)] with respect to threshold «;,

knowing that at the same time the opponent j is making an analogous decision. In
equilibrium the agents, as proved in Appendix A, set their thresholds as follows:

(o1 = 0415, 0, = 0.585)

10T e fact that realized payoffs under binary discrimination can overcome realized payoffs under perfect (and no)
discrimination does not imply that binary discrimination is always beneficial with respect to perfect discrimination.
In fact, when agent ¢ realizes the maximum possible payoff 7;, he is playing against an opponent who is not
discriminating at all, because her threshold is at the boundary. Competitions between perfectly discriminating
agents and between a binary categorizer and a non-discriminating agent, infact, are not comparable: the only
thing that we can infer is that, ceteris paribus, a player may benefit from higher discrimination levels.
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With respect to the initial point (al =y = O.5>, agent 1 lowers his threshold, while
agent 2 raises it. As agents set different thresholds, they ease the competition in each
situation by specializing in different sectors of the market. In this case, agent 1 fine-tunes
his ability to low market sizes, whereas agent 2 fine-tunes her ability to large market sizes.

This individually rational choice of thresholds is not efficient. In fact, there exists a
region in the square (0,1)? where both agents have higher expected profits compared to

those achieved in (a1 = 0.415, 9 = O.585>. Agents endowed with thresholds included

in this region have higher expected profits compared to agents with full control on their

thresholds. To find this region, we study where the following condition is satisfied in
(0,1)%

E,

> T3 (cr; = 0.415, ap = 0.585)
> Fs

1.6
IT* (o = 0.415, aip = 0.585) (1.6)

We find an area, in the north-west region of (a1 = 0415, ap = 0.585), under which the

system (1.6) is satisfied: each of these dyads outperforms (both individually and jointly)
a pair of agents that choose their thresholds.

Proposition 1.2. There exist dyads of agents with exogenous thresholds that outperform
dyads of agents that have full control on their thresholds.

Proof. See Appendix A. m

Figure 1.3 helps visualize the question.

0421

********* .585

FIGURE 1.3: Agents with exogenous thresholds outperform agents with full control.

Agents that have full control on their thresholds choose (al = 0.415,ap = 0.585),

as in Figure 1.3. The blue arrow represents the shift from the initial choice (0.5,0.5).
All agents that are born with thresholds included in the grey area earn higher expected
profits than the dyads with full control.

In fact, the endogenous choice of thresholds is very similar to a prisoners’ dilemma.
Each agent increases her expected profits by slightly moving her threshold: agent 1 by
lowering it, and agent 2 by increasing it. On the one hand, this would increasingly mitigate
competition. On the other hand, the opponent may choose a more central threshold and
defect. Hence, agents will not change their thresholds, fearing the move of the opponent.
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We derive two important conclusions. The first one is that, in general, the best
dyads of agents have thresholds on (or near) the point (oq = %, g = %) In fact, when

(oq = %, g = %), each agent is in a perfectly balanced position: on the one hand, she

encounters a mild competition (milder, for instance, than agents with equal thresholds!!);
on the other hand, she has a relatively good discrimination of the market size (and, most
importantly, good enough to thoroughly fit with the opponent).

In fact, the best performing agents are not the ones that discriminate R4 in two
perfectly equal intervals (a; = ay = 0.5), but the ones with categories that best fit those
of the opponents.

The second point is that expected profits only depend on thresholds (for a given a).
If we put this in a long run perspective, ex ante expected profits found in this section
suggest that there are (i) firms that consistently outperform the opponents, and (ii) dyads
of firms that outperform other dyads of firms; and these differences are only driven by
decision makers’ discrimination abilities. This topic is more deeply analyzed in Chapter 3,
where we approach the question investigating how categorization, along with the way in
which a firm is organized, may affect decision makers’ choices and hence firms’ expected
profits.

1.4 Communication

In this section, we expand the analysis allowing agents to exchange messages regarding the
situation they face, and we study whether communication can increase agents’ expected
payoffs. As previously noted, we assume that communication is truthful, and that this
is common knowledge (i.e. agents trust the message they receive). This assumption is
justified by the fact that we want to analyze the overall effects of a truthful exchange of
messages, rather than the actual incentives to do so.

We first analyze bilateral communication and find that there are no conditions under
which it can be beneficial for both agents. Then, we analyze unilateral communication;
in this case, on the contrary, such conditions exist.

1.4.1 Bilateral communication

A message M; = {M}F, M 0} is sent by agent i to let the opponent j know which
situation 4 is facing. For instance, if M; = M{, agent 1 is telling 2 that she perceives a L
situation, i.e. that the market size is low.

Communication not only may refine agents’ understanding of the market size, but also
homogenizes their expectations. Before communication, agents individually perceive two
different situations. For instance, if a € (o, as), agent 1 perceives the H situation, while
agent 2 perceives the L situation. As soon as they exchange messages, agents mutually
perceive the same combination of situations (S N S¥). Agent 1 updates his expectation

for the market size from E [A\Sﬂ = atl to By {A|Sf1 N Mﬂ = @Fe2  Similarly, agent
2 updates her expectation from FE, [A|52L} =2 to Fy [A|SQL N MlH] = o,

In this combination of situations (S and SZ), both agents refine their understanding
of A. In the other two combinations (S¥ and S¥, S and S¥), only one agent refines his

Who are more accurately analyzed in Appendix B.



14 Chapter 1.

understanding (2 and 1, respectively).!? In fact, agent 7 = 1,2 refines her understanding
of the market size only if M; N S® # 0 and M; 2 S

As they end up with the same expectation about A, in equilibrium agents set the
same production quantities. We derive the optimal production strategies for each possible
combination of situations. Combining (1.2) and (1.3) and recalling that (as messages are
truthful) M; = S?, the interim expected profits for agent i after perceiving the situation
S* and receiving the message M ;»1 are
where k,q € {L, H} and E; {xj|5’f, Sﬂ = x;. The maximization of interim expected pay-
offs in (1.7) yields three systems of two equations (3 combinations of situations x 2 agents)

whose solutions are the equilibrium production functions under truthful communication.
Let xf ™ denote the quantity produced by agent i when she observes S¥ and receives the

message Mf . Let E; [HZ-C*|S{“, Sg} denote the interim equilibrium expected payoffs, and
let E; [Hf*(al, 062)} denote the ex ante equilibrium expected payoffs.

As F4 [Hf*(al,ag)} = E, [Hg*(al,%)} for any given pair of thresholds (aq, aw), dif-
ferently from the case with no communication, the pair of thresholds that guarantees
the highest individual ex ante equilibrium expected payoffs is unique. This pair is
(oq = %, g = %) the dyad endowed with these thresholds expects higher payoffs com-
pared to all other communicating dyads.

Thresholds <a1 = %, g = %) divide the market size in three intervals of equal length.
This reinforces the idea that specialization tends to benefit competitors: in this case, agent
1 has a fine discrimination of low market sizes, whereas agent 2 has a fine discrimination
of the large market sizes. Putting together their abilities, agents are able to refine their
understanding of the market size.

However, communication carries a major drawback. Under no communication diverse
thresholds ease the competition between agents; under communication they actually in-
tensify it. In fact, competition under binary categorization and communication is analo-
gous to competition operated by agents with ternary categorization and equal thresholds.
When agents have equal thresholds, they perceive exactly the same situations, and this
enhances the competition within each situation. Hence, communication posits a trade-off:
on the one hand, agents have an advantage in categorizing the market size, as they have
the possibility to perceive three situations instead of two; on the other hand, the compe-
tition in each situation increases. In fact, as reported in footnote 10 at page 11, having
a higher level of discrimination can be beneficial per se, but it can become detrimental
when the discrimination is commonly shared with the opponent.

Consider, for instance, the expected profits that two agents with thresholds (Ozl =

, Qg = g) earn under communication or under no communication. Under communication,

3
1 2 1 2
E1[H?*<&1:37a2:3>] :EQ[H5*<Q1:3,Q2:3>] =30

12The combination ST and S¥ is not possible by assumption.

1
3




1.4. Communication 15

Under no communication,

. 1 2 . 1 2
E1 [Hl (Oél = 5,042 = 3)] = E2 [HZ (Oél = 5,062 = 3)] = 3.67

Although the difference is small, under no communication both agents earn slightly
higher profits. In Appendix A, we prove that this result extends to each dyad (a1, as) in
(0,1)% because the system

has no solution in (0, 1)%.13
Thus, communication cannot help both agents at the same time, not even with the

adoption of utility transfers that redistribute payoffs.

Proposition 1.3. Under truthful bilateral communication, agent v produces quantity xf’q*
when she perceives situation SF and the opponent perceives S]q, where k,q € {L,H}. Ex

ante expected payoffs E; {Hic*(al,ag)] are equal for i and j for any given dyad (ay,az).
There is no (o, ) for which bilateral communication is Pareto efficient, even allowing
for utility transfers.

Proof. See Appendix A. n

The exchange of truthful messages increases the discriminating ability of both agents:
before communication each agent perceives only two situations; after communication, they
perceive three. For instance, agent 1 perceives {Sf, S N S SH}.

As anticipated, this resembles the case of a competition between agents with equal
discrimination levels (#C; = 3 for each ¢ = 1,2). This result is not different from the one
found in Section 1.2 (and, more specifically, studied in Appendix B): agents with equal
discrimination levels and equal thresholds may perform poorly (with respect to agents
with different categories), especially when they compete against each other.

Hence, we have (indirectly) proved that two agents with ternary categorization and
that share their thresholds jointly perform worse than two agents with binary catego-
rization and with different thresholds. Essentially, in the trade-off generated by bilateral
communication between the augmented discrimination level and the augmented compe-
tition, the latter harms more then the former can benefit. This results resembles the
one found in [Heller and Winter, 2016], where they find that, for certain types of games,
categorical rationality may imply that information has negative value: at least one player
chooses to give up additional information, as she strictly loses by obtaining it, entailing
that more information is not always better.

1.4.2 Unilateral communication

We now analyze unilateral communication: we assume one agent (sender) sends a message
to the opponent (receiver), but the receiver returns no message to the sender. We study
whether there exist conditions under which both agents can increase their payofts, making
it a Pareto efficient solution. Again, we assume that messages are truthful.

3Except for the limit cases a1 = g and (1 =0,a2 = 1).
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Similarly to bilateral communication, truthful unilateral communication carries a cog-
nitive gain for the receiver: in fact, combining the situation observed by herself and the
situation observed by the sender, she can refine her partition of the market size. This is
not true for the sender, who has no additional information. The updating for the receiver
works exactly as in bilateral communication: she refines the perception of the market size
and updates her expectations for A.

Suppose, without loss of generality, that agent 1 is the receiver and agent 2 is the
sender The sender can perceive two situations, so she sets two possible actions: let {L’L*

and x4}, denote the equilibrium productions of the sender under unilateral communica-

tion. The receiver perceives three different combinations of situations: S¥ and M}, SF
and MF, SH and M 1 He sets a production quantity for each of these combinations: let
xf [? * a:{{UL * and xl U * denote the equilibrium productions of the receiver under unilateral
communication for each of these combination, respectively.

Let By [TIY*
when he perceives situation S§ and receives message My, where k,q € {L,H}. The
convex combination of interim equilibrium payoff, weighted by the probability of each

combination, yields the ex ante equilibrium expected payoff, denoted FE; {H?*(al,ag)].
Similarly, let Ej|I15*

Es [HQU “(aq, ag)} denote her ex ante equilibrium expected payoff.

As showed in the previous section, there are no conditions under which bilateral com-
munication is adopted by any pair of players with thresholds (aj,as) in (0,1)%2. We
consider whether it can be the case for unilateral communication. Is there any region of
thresholds in the square (0, 1)? under which unilateral communication can simultaneously
benefit both agents? As the roles of sender and receiver are not fixed, we go back to a
general notation and we let ¢+ = 1,2 be the receiver and j = 3 — 7 be the sender; we look
for a pair of thresholds in (0,1)? where two conditions are satisfied at the same time:

E; Ei| 1T (aq, az)
E;

>
2 Ej H;(al,ag)

The first condition guarantees that the receiver is better off under unilateral commu-
nication than under no communication; the second one that the sender is better off.'*
System (1.8) is graphically solved in Figure 1.4.

The two grey triangles are regions of thresholds for which unilateral communication
benefits both agents. When agent 1 is the sender, only agents with thresholds included in
the south-west grey area benefit from unilateral communication. On the contrary, when
agent 2 is the sender only agents with thresholds in the north-east area benefit.

However, a key condition is required for Pareto efficiency: agents need to rely on a
compensation mechanism (i.e. monetary transfers) that redistributes payoffs and ensures
that the joint gains from unilateral distributed are fairly apportioned among agents. In
the Appendix, we sketch a possible compensation mechanism.

Sk, Mg] denote the interim equilibrium expected payoff for the receiver

Sé} denote the interim equilibrium payoff for the sender, and let

Hzl‘]*(ab OQ)

HjU*(al, O[Q)

(1.8)

Proposition 1.4. Under truthful unilateral communication, receiver i produces quantity

xff,* as she perceives situation S} and the opponent perceives S, where k,q € {L,H}.

Sender j produces quantity xﬁj as she perceives situation S¥, with k € {L, H}. Allowing

4YWhen agents are indifferent, we assume weak preference for communication.
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a2

0 Qi 1

FIGURE 1.4: Region of thresholds for which unilateral communication is Pareto
efficient.

for payoff transfers, there exist pairs (o, ) for which truthful unilateral communication
is Pareto efficient compared to no communication.

Proof. See Appendix A. O

Unilateral communication is Pareto efficient only for certain types of agents; namely,
those with threshold very close to the boundaries and very close to each other. These
agents both discriminate very precisely the smaller (or larger) side of the market size.

Why is unilateral communication Pareto efficient, although bilateral is not? Because
unilateral communication does not increase competition in each combination of situations,
differently from bilateral communication. Under unilateral communication the sender only
perceives two situations (exactly as under no communication) and not three as in bilateral.
This eases the competition with respect to bilateral communication, yielding agents to
increase their ex ante expected profits. In this case, communication has a positive value.

Still, the vast majority of agents would prefer not to communicate at all, especially if
their thresholds oy and as sum to one: they do not find it profitable to truthfully share
their private information, hence they are not eager to start communicating.

1.5 Strategic communication

If we let agents choose the messages to send instead of assuming that they always tell the
truth, they will pick them in order to maximize their profits. In this section we analyze
whether agents prefer to send truthful or untruthful messages. A message is untruthful
(or a lie) if the sender i misreports the perceived situation and tells the opponent j that
she is perceiving a situation different from the one that she is actually perceiving. For
instance, suppose agent i perceives the H situation. She may tell the opponent that he is
actually perceiving a low situation: if j believes i, 7 would erroneously update her beliefs
with the new (false) information and underestimate the market size. This would lead j
to underproduce, leaving room for i to overproduce and earn additional profits.

We assume for simplicity that agents believe the messages that they receive, as long as
they are not totally unrealistic.!® In fact, it is possible to bundle the non-empty received
messages in three types:

For instance, an unrealistic message would be M; = M{ when S¢ = Si: by construction, agent 2 knows
that S¢ = S implies S¢ = Sf.
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e Plausible. A message is plausible if the receiver cannot tell whether it is untruthful or
not. A message sent from sender i to receiver j is plausible if the following conditions
are satisfied: (i) M; N .S§ # 0, and (ii) M; 2 S5

e Implausible. A message is implausible if the receiver knows with certainty that it is
untruthful, or if M; NS¢ = ). Only untruthful messages can be implausible.

e Predictable. A message is predictable if the receiver knows in advance which message
she is getting, or if (i) M; NS} # 0, and (ii) M; D S§. Only truthful messages can
be predictable.

Hence, we assume agents update their beliefs only with plausible or predictable mes-
sages; however, only the former ones refine their understanding of A.

There is only one rational way in which agents can lie, that is always sending the L
message. In fact, there is no reason for a generic agent ¢ to pretend that the market size
is large when it is actually small, sending M}T when S¢ = SL: this lie would induce the
opponent j to augment the production quantity z;, at the point that, in order not to
satiate the market, agent ¢ would have to decrease x; and her expected profits.

Agent 1. When agent 1 perceives the ST situation, he is not willing to send untruthful
messages. However, when he perceives S, he may decide to lie and issue the message
M, = ML. This lie is not automatically believed by agent 2. In fact, with a certain
probability Pr(S$ = S¥) = "‘12_;0?11 the message is plausible; with the complementary

probability Pr(S¢ = Sif) = }:3?, however, the message is implausible. If agent 2 perceives

9 = SH then she understands that the message is implausible, and will not update her
beliefs. However, if agent 2 perceives S§ = SZ, then the message is plausible and, if she
trusts agent 1, agent 2 would underproduce, leaving space for agent 1 to overproduce and
earn additional profits.

Hence, agent 1 has an incentive to send an untruthful message. In the best case
scenario, when S¢ = SI. agent 2 believes the message and this raises agent 1’s expected
profits. In the worst case scenario, when S§ = S the lie is detected but nothing changes
with respect to the case of truthful communication: it will be common knowledge that
a > awg, and agents will produce xfl A xf A As long as a; < ap, there is a nonnegative
probability that the lie is plausible, leading agent 1 to increase his expected profits.

Agent 2. When agent 2 decides to lie, she issues the message ML when S§ = S, In
this case, the message sent to agent 1 is plausible: he cannot tell if it is truthful or not.
As agent 1 believes the message, he decreases the production quantity, leaving room for
agent 2 to increase her quantity and, consequently, her expected profits. Thus, agent 2
has an incentive to lie as well.

As both agents prefer to send untruthful messages (i.e. send M} regardless of S¢ for
each i = 1,2), in equilibrium both of them, if they decide to communicate, send untruthful
messages.

Proposition 1.5. Both agents have incentives to send untruthful messages.
Proof. See Appendix A. O

In this work we have assumed that agents only send truthful messages. However, in this
section we have shown that agents prefer to send untruthful ones. As both agents know
that the opponent has incentives to lie, none of them would ever be fully credible. So,
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unless there exists a strategyproof mechanism that forces agents to tell the truth, agents’
messages carry no import. Then, the case of communication and no communication
coincide, in terms of final results.

A strategyproof mechanism could be implemented if messages are verifiable. For in-
stance, agents could sign a contract that assigns a large fine for whoever sends untruthful
messages. Nonetheless, the study of strategyproof mechanisms goes beyond the scope of
this paper.

1.6 Conclusions

This chapter studies the impact of categorical thinking on decision making processes in
a competitive setting. Our starting point is the fact, widely recognized both in cognitive
science and in the behavioral economics literature, that agents, due to their cognitive
limitations, cannot fully perceive the information they get from their environment. This
may induce them to pool similar information together, because memories are easier to
access and the cost to store new information is reduced. However, there is a loss in the
precision of the information acquired: in this sense, we say that agents are categorically
rational; they are rational conditional on the boundaries of their mental categories.

We use a Cournot game to study how categorical thinking affects equilibrium strate-
gies and expected payoffs, assuming that contiguous categories are exogenous and fixed.
Then, we introduce a preliminary stage in the game where agents choose their thresholds,
as in [Heller and Winter, 2016]. We find that there exists dyads of agents with exoge-
nous thresholds that perform better (both individually and jointly) than those who can
choose their categories. In fact, the choice of equilibrium thresholds resembles a prison-
ers’ dilemma: if they both move their thresholds, agents reap higher profits because they
mitigate competition. However, they also give the opponent the opportunity to defect,
choosing a more central threshold. Because agents with certain thresholds can perform
better than other dyads (on average), this suggests that unconscious coordination may
emerge even in a competitive setting.

We analyze conditions under which communication can increase expected profits. Be-
cause of the competitive nature of the game, communication posits a trade-off between a
cognitive advantage (agents improve their perception of the market size) and a competition
disadvantage (an increase in the strength of the competition within each situation). We
find that, under specific conditions (agents with thresholds very close to the boundaries
and very close to each other, utility transfers, truthful communication), only unilateral
communication can be beneficial for both agents. This result suggests that the trade-
off is positively solved only when communication is partial, in the sense that only one
agent sends messages. Hence, the value of communication is positive only when com-
munication is unilateral, although it becomes negative when communication is bilateral.
Loosely speaking, little information (only one agent sends messages) is good, but too
much information (both exchange messages) is bad.

The limiting assumptions that we imposed imply that there exists multiple ways in
which this model could be extended. The first one is in the choice of the game: our results
mainly depend on the nature of the competition, which could be extended including
different games (for instance, a Bertrand competition) and different assumptions (n > 2
players, positive marginal costs, and so on). Secondly, a more complete analysis of the
message exchange game could be object of future extensions: in particular, study what
would happen if we let agents be fully rational. Moreover, our results crucially hinge on
the simplifying assumption that the state space is fully ordered. Other improvements are
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possible: for instance, the choice of the distribution of the random variable A, the number
of initial categories, and agents’ learning capacity.
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Appendix A

Proposition 1.1. Agent i produces the equilibrium quantity x** when she perceives situation SF, where
i=1,2and k € {L,H}. Ez ante expected payoffs are E; [H;‘(al,ag)] and depend on thresholds o and
9.

Proof. Given (1.1), we know that agent 1 knows that agent 2 perceives the situation S35t = {S%, S}
with the following probabilities

Pr(S5 = SEIS{t = ) =1, Pr(ss = SI[s{ = SF) =0
and

g — 1—ay

Pr(Sst = Sk|sf = sy = 22 pr(sy = si|s{ = sf) =

1—a T 1l-m

On the other hand, agent 2 knows that agent 1 perceives the situation Si* = {Sf, S¥} with the following
probabilities

«

Pr(s{' = st|s3' = 53) = L. Pr(s{' = 5|55 = 5F) = 2= on
2

a2
and
Pr(sit = 57|85 = 83') =0, Pr(si' = 5{'|83' = 85) =1
These probabilities help us to write down the following system of best response functions

OF, [Hl(X)\Sf‘:SIL} wlL(al/Q—zlL—LEgL)

ozt =0,9 Ozl =0
A oH o H a1/2+1/2_w1H_(a2*a1)1‘2L_(1*012)1'21'1
om, [ (X)|sf=st] 0.9 T—ay a7 _0
81{1 - 8{1}{{ -
L H
L o L_a1z ™ (ag—og)zg
Yo [HZ(X)‘S;:SQL} o am (az/Z T2 = - ) o
ozl - Ozl -
0B, [y(X)|s=s4] 0.9 (ea /212w ™)
oz il - oz il -

Solving the system yields to the Nash-equilibrium production function, that can be written as:

Ls }6&%@2 — 3a1a§ — bajas + 304% + a1 — oy

! 6 3ajag + a; — 4das

LHx 16afas — 3103 + a1 —4day
' 6 3aae + ap — 4as

LLr 1 -3afay + 60103 + 30f — 6a3 — 201 + 20
? 6 3051042 + a1 — 4a2

Z’H* _ }_304%042 + 60[10[% + 60[10[2 — 60[% + oy — 40&2
? 6 30[10(2 + o — 40[2
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We substitute these quantities back in the respective profit functions in order to find the equilibrium
interim payoffs, which can be written as

1 [(6a2as — 3102 — 6 302 —a\’
E1[H>’1‘|Sﬂ= (alag ajas aras + 305 + oz2>

36 3aias + a — 4das
1 (6afas —3aqad + ar — 4o 2
36 3aias + a — 4o

N 1
E, [H2|52L] = 36(
_ i —304%042 + 604104% + 6y — 604% + a1 — 4o 2
T 36 3aias + a — 4as

Ey [HT‘S{{]

—3a2as + 6aja3 + 3a? — 603 — 201 + 20 2
3aias + ap — 4as

Bp[I355']

Weighting the interim expected payoff function by the probability that i perceives each situation (Pr(S# =
SF) = a; and Pr(S# = SH) =1 — «;), we can write down the ex ante payoffs as
—36afa3 + 36303 — 9a2as + 720303 — 5daiad + 9aras — 360303
36(3@1042 + o — 4C¥2)2
1813 + 6a3as — 150103 + o — 8ay g + 1603
36(30[1@2 + o — 4042)2
—9ata3 + 360303 — 360303 + 9atas — 180303 — 36atai + T20n03 — 18a3as
36(30[10[2 + a1 — 4042)2
n 720302 — 360103 — 3603 + 15a3as — 600103 + 3603 + af — 8ajas + 1602

36(30&10&2 + a1 — 4042)2

E1 [1_[1K (0417 012)] =

E2 [H; (Oél, CYQ)] =

Once the market size is realized, agents earn the following realized profits:

max {21* (a — (z£* 4+ 2£%)),0} ifa € (0,a1)

max {21 (a — (zf* + “f%oilmé* + }:—gfacf*)),O} ifa e (ag,1)

1 (a, o1, az) :{

for agent 1, and

max {z5* (a — (g—;xf* + a"‘a;zo‘lx{{* +x£%)),0} ifa € (0,a0)
max {z8* (a — (1 4+ 21)),0} ifa € (as,1)

75 (a, o, az) {

for agent 2. O

Proposition 1.2. There exist dyads of agents with exogenous thresholds that outperform dyads of agents
that have full control on their thresholds.

Proof. We first prove that (ay, as) = (0.415,0.585) effectively represents the pair of thresholds chosen by
agents 1 and 2 if they had control on their thresholds. In order to find the equilibrium pair of thresholds,
we let each agent ¢ maximize his/her expected profits E; [II} (a1, a2)] with respect to his threshold a;:

: a 3asta
Assuming ap # 0, a; # 1, ag # 2a1 — 1, ag # %+, and a1 # CPowmal

equation and a; in the second, it is possible to rewrite the system as:

and then collecting as in the first

(bay — 4)a3 + (1203 — 38a + 28a; — 4)as + (4o — 203 — 1) =0
(bag — 1)a? + (—12a3 — 203 + 2az)a; + (1603 — 8a3) =0



1.6. Appendix 23

Call the first equation eq; (a1, ag) = 0 and the second equation ega (a1, as) = 0. Rewrite ega(aq, ) =
0asa-a?+b-aj;+c=0. In order to solve it as a second degree equation, a, b and ¢ must be different from
zero, hence oy # {%,07 -1, %, 1}. The discriminant of the equation is A = 4a3(36a3 + 12a3 — 91a3 +
54an — 7), and it is strictly positive in the following intervals: as € (0.185,0.591) and as € (0.889,1].

Hence, we can write the two roots a7 and oy 2:

—b+ VA ax(6ad +as — 1+ /3603 + 1203 — 9103 + 5das — 7)

W1T T Bag — 1
R VA (603 + as — 1 — /3603 + 1203 — 9103 + 5das — 7)
YT e Bag — 1

Now, we substitute these solutions back in the first equation and numerically solve it, as it only
depends on as. Hence, we look for the roots of egi (a1, a2) = 0 and ega(ay 2, a2) = 0.

6(]1(OZ1’1, OQ) =0= Qg = 0.209 v Qg9 = 0.333
eqi(a12,02) =0= 23 =0V ag4 = 0.585

Solution a3 = 0 is not admissible. Let us check the other ones substituting ap; and a3 2 back in
1.1, and Q2.4 back in aq1.2.

041,1(042,1) =0.729
041,1(042’2) = 0667
041,2((1274) = 0415

We have three candidate solutions: (a; = 0.729,a0 = 0.209), (a1 = 0.667,2 = 0.333) and
(a1 = 0.415, 9 = 0.585). The first two candidate solutions are not admissible (we assumed a; < az).
Consequently, the only candidate solution which is admissible is (a3 = 0.415, ag = 0.585).

Alternatively, the system can be graphically solved as in the following Figure 1.5. The steepest curve
is obtained by plotting the solution of the first equation for ar; when aw is a sequence of values between 0
and 1 taken every .005 steps (i.e, ap = 0,0.005,0.01, ...,1). Being a quartic equation, there are four roots:
two of them are imaginary, and another one falls out of the feasible region for o;. The same process has
been applied to the second equation, fixing « and solving for as: plotting the solution we are able to
sketch the other curve.

F1GURE 1.5: Graphical resolution of equilibrium thresholds

We now show that there exists a locus of points in @1 X s under which the ex ante expected payoff
is higher than the one computed in (a3 = 0.415, vy = 0.585). In other words, we graphically show the
solution of system (1.6) in the Figure 1.6 (we added the assumption that a; < az).

The grey area in the north-western triangle of the square represents the pairs of thresholds that
satisfy condition (1.6). Note that what happens in the other triangle (where a; > «2) does not belong
to the feasible area. O
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FIGURE 1.6: Area in which agents with exogenous thresholds outperform agents
with full control.

Proposition 1.3. Under truthful bilateral communication, agent i produces quantity xf’q* when she

perceives situation S¥ and the opponent perceives S;-I, where k,q € {L,H}. Ex ante expected payoffs
E; [HZC* (a1, 0[2)] are equal for i and j for any given dyad (o, ). There is no (a1, ag) for which bilateral
communication is Pareto efficient, even allowing for utility transfers.

Proof. Maximizing ex post expected payoffs E; [Hi (X )’Sf , Sf] in (1.7) we find the following equilibrium
production function for ¢ = 1,2 and ¢,s € {L, H}:

E;[AlStn S3]
T3

tysx

where F; [A|SiL N S]L] =2 E; [A|SZH N Sﬂ = %, and F; [A\SZ-H N SJH] = QQTH Ex post expected
payoffs are

a2
E;[O*|Sf NSy = 3—é
2
B[S n sk = (o1 +a9)” ‘560‘2)
1 2
;[0S n s = 7(“2?; )

and ez ante expected payoffs are

—adag + a3 —ad +as+1
36

Ei [Hzc* (al, CVQ):I =

for both i = 1,2. To find the pair (a1, az) that maximizes E;[II* (a1, a2)], we solve the following

maximization problem:
max E; [ch* (al,ag)]

1,02

The solution is exactly the pair (a1 = %, Qg = %)

We now prove that communication cannot benefit both agents at the same time. To do so, we
compare ex ante expected payoffs from truthful communication with ex ante expected payoffs from no
communication. We say that agent ¢ benefits from communication if

Ei [HZC* (0417 OZQ)] 2 Ei [Hj(al, 042)]

These two condition (one for each agent) are plotted in the following Figure 1.7.

In the left (right) square, the grey area represents the locus of points where the profitability condition
is satisfied for agent 1 (agent 2). In general, agents benefit from communication when their threshold is
relatively less central than the opponent’s one. Moreover, if we superimpose the two squares we find that
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FIGURE 1.7: Profitability of truthful communication: agent 1 (left) and agent 2
(right).

there is not grey area in common, meaning that there are no dyads of agents that have incentives to use
bilateral communication. In other words, we have that the system

E]_ [ch* (al, 042)] 2 E

E2 [Hzc* (Oll, 042)] 2 FE
has no solution for a; and s included in (0,1)2, except for two cases in which these profits are equal,
meaning that communication is useless: (i) a1 = a9, and (al =0, = 1). We now prove that, even
allowing for utility transfers, bilateral communication would still not be Pareto efficient. In fact, the sum
of agents’ expected profits under bilateral communication is, for all (a1, az) € (0,1)%, smaller than the
sum of agents’ expected profits under no communication. In other words, the condition

E; [Hf*(al,ag)] + Es [Hg*(al,ag)] > By [ (a1, a2)] + B[ (a1, o)

has no solution in the region (ay,az) € (0,1)2. As the sum of expected payoffs under communication
is smaller than the sum under no communication, it is not possible that, even with utility transfers,
communication makes one agent better off and the other one indifferent. Hence, bilateral communication
is not Pareto efficient. O

Proposition 1.4. Under truthful unilateral communication, receiver i produces quantity xfg* as she
perceives situation S¥ and the opponent perceives S;’, where k,q € {L,H}. Sender j produces quantity
mf} as she perceives situation SF, with k € {L,H}. Allowing for payoff transfers, there exist pairs

(a1, ) for which truthful unilateral communication is Pareto efficient compared to no communication.

Proof. To sketch the proof, we first find the expected profits of agents 1 and 2 with unilateral communi-
cation (agent 2 is the sender of the truthful message, agent 1 is the receiver).
After perceiving the situation S5 = S agent 2 solves the following maximization problem

max Bo[115" (557 = (Es[AlS5'] - (o1 + wdly) - o
2,U

where foL * the quantity produced by agent 1 when Si* = Sf and S3' = M3' = SI. Agent 2 knows for
sure that, when S3' = S also Sf* = SH. The best reply follows from the first order condition of the
problem:

E>[AlS§] - a1y’
Tou = B)

After perceiving the situation S5' = S¥, agent 2 knows there is a positive probability that agent 1 per-
ceives S* = S¥, and a complementary probability that he perceives S{* = S{I. Hence, the maximization
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problem becomes:

max EQ[H2 |S2]

932U

= Pr(S{' = 1|55 = 57) - Bo[I15 |57, ST] + Pr(S{ = 57| 83" = 57) - B (117 |5y, 5]
— (Balaish) (s + Shalif + 2=allf ) ) ok
(65) (65)

The best response function becomes:

1 a Qo —Q1 [
sz,U = 2(E2[A|52L} - (a Ty 7+ TQQULU

When agent 1 perceives Si* = Sf, and at the same time observes that M3' = MF | he realizes that
agent 2 plays xz,U, and then his best reply function will be

E\[A|ST N SF] — 25y
2

8
IS
S

I

When S{! = S agent 1 plays xl U Lif Mg = ML and 331 U B3 Mg = M

o BilAISTT N ST — 23y

‘Tl,U - 2
an _ BAIST 0 Sf] -l
'Tl,U - D)

Thus, in order to find the equilibrium strategies we need to solve a system of five equations in five
unknowns:

L 1 L L.H
Tau = <E2[A|S2] - (2;951 U+ alx 1,U ))
H EQ[A\SH] ar
Tou =
LL [A|SLr‘1S |-z%
Ty = 2
H,L _ EiAIS{nsy]-a25 4
Ty = 2
HH _ EAls{'nsi-zf,
Ty = 2
where Ey[A|SE] = 2, Ey[A|SH] = 1*”‘2 , E1[A|SENSE) = Ei[A|SH N SE) = %, and E1[A|ST N
S| = H% Equilibrium quantities are descrlbed hereafter.
Lx __ g
Tau = 6
H* _ 1+4as
Tau = 6
L,Lx _ 3a1—as
Thov = 12
HL* _ 2a1+3as
Ty = 12

HH*71+Q2
Ty = TG
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Substituting these optimal quantities back in the respective profit functions, we find the equilibrium
profits conditional on the situations perceived by each agent.

* — +3 °
B Y| st n sk = (Fe2+3a1)° 0‘2144 1)
. (2a; +3a;)’
By [Y*]SE 0 sH] :72144 -
* (_Oé +30é )2
Ey[nY*|Sf NSy = %
Ux| gL a%
E2[H2 |SQ] e %
. (a1 +1)?
Ba[m”[sf] = (1

Weighting these interim expected profits by the probability of each situation (or combination of
situations) we find
—ala a2 a2« 1
16 16 36 36 36

E1 [Hllj* (Oll, 042)] =
and

1
B[V (a1, 0)] = %<— a2+ as + 1)

We now prove that unilateral communication cannot benefit both agents at the same time. To do
so, we compare ezx ante expected payoffs from unilateral truthful communication with ex ante expected
payoffs from no communication. We say that agent i benefits from unilateral communication if

B[V (e, a0)] = E;[IT} (a1, a2)]

These two condition (one for each agent) are plotted in Figure 1.8.
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FIGURE 1.8: Profitability of truthful unilateral communication: agent 1 (left) and
agent 2 (right).

We now prove that there exists an area in the square (o, az) € (0,1)? under which the sum of agents’
expected payoffs under unilateral communication is greater than the sum of expected payoffs under no
communication. The condition

E1 [HlU*(Oél, 042)] =+ E2 [Hg* (041, 062)] 2 E1 [HT(OQ, 042)} + EQ [H;(O&l, 042)]

is plotted in Figure 1.9.

In the grey area, utility transfers help achieving a Pareto efficient solution.

Define c(l;j,t7,t;) a two-step compensation mechanism (i.e. a utility transfer) that depends on two
variables: (i) the amount of profits l;; that ¢ needs to transfer to j in order to make the latter at least
indifferent between the new setting and the old one; (ii) (¢;,¢;), the apportionment under Nash bargaining
of what is left after the first compensation [;;.
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FIGURE 1.9: Area of (a1, az) under which unilateral communication can be Pareto
efficient.

At an individual level, agent i has a gain (loss) from unilateral communication if the difference
E; [H;‘(X)} > F; [IL-(X)] is positive (negative). At the aggregate level, there exists a social gain (social
loss) from unilateral communication if the difference

(E1 (17 (s, a0)] + B2 [ (o, az)]) - <E1 [T (e, @0)] + Es [T (e, 042)]>

is positive (negative).
We seek conditions under which a compensation mechanism can be applied to reach a Pareto im-
provement. A Pareto improvement is formally defined by the following system:
{Ei [ng*(al,ag)] > F; [H;‘(al,ag)] (1 9)

Ej [HU* (041, 042)} 2 E]' [H*(O&l, 062)]

J J

For a Pareto improvement to exist, both agents need to be at least better off and one of them (in (1.9),
agent 7) needs to be strictly better off. Conditions in system (1.9) imply the following one:

E; [ng*(al’ OQ)} + Ej [ng*(al, 042)] > F; [H: (011, 042)] + Ej [H; (041, azﬂ (1_10)

which is exactly the definition of social gain; hence, a social gain is necessary in order to have a Pareto
improvement (whereas it is possible to have a social gain without having a Pareto improvement). This
is a necessary condition for the compensation mechanism c(lij, t;, tj) to be applicable: in fact, the first
transfer /;; from 7 to j is possible only if the relative gain of agent ¢ is greater then the relative loss of
agent j. In fact, condition (1.10) can be rewritten as:
Usx * * U x
E; [Hz (041, 042)} - FE; [Hi (041, 042)} > Ej [Hj (al, 042)] — Ej [Hj (0&1, 042)}

If there is a social gain, the amount [; is the money transfer from agent i to agent j that makes the

latter indifferent. Hence, we have
li = Ej [H;-((Oél, ag)} — Ej [H?*(al, CMQ)]

Let us now analyze the second step. Call T; the net gain of agent ¢ after he has compensated agent
j for the loss of utility. We have that

T, = E; (17 (a1, 00)] — Ei[IT (o, a2)] — 1

Condition (1.10) guarantees that T; is strictly positive. Let ¢} and t; be the result of symmetric Nash
bargaining over T;: they apportion the net gain of agent ¢ after he has compensated agent j. Why do
they do so? Simply because it would be unfair to let agent i get all the relative gain after the switch
to unilateral communication: in fact, it is reasonable to assume that, if agents can somehow increase
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the total sum of their individual profits, they both have a role in doing it. Intuitively, an agent’s share
should increase in her outside option, and decrease in the other agent’s one. The use of a Nash bargaining
procedure can solve the problem.

The compensation mechanism ensures that the social gains from unilateral communication are fairly
redistributed among agents. As we have presented it, compensation mechanism can be graphically ex-
plained in Figure 1.10, where ex ante expected profits increase from (a) to (d).

B[]

—> E[H?*]
1 —l12

FIGURE 1.10: A possible compensation mechanism.

Imagine that, when they do not interact with each other, agents 1 and 2 earn expected profits such as
they were in point (a): in this point, agent 2 is earning greater expected profits of agent 1. Suppose they
decide to start unilateral communication where agent 1 “talks” and agent 2 “listens”. After the change of
setting, not only agent 1 ends up earning more profits than agent 2, but agent 2 is even earning less profits
than before, as in point (b). The first step of the compensation mechanism s;5 is thus directed from agent
1 to agent 2 and it makes agent 2 indifferent between no interaction and unilateral communication, as in
point (c). The second step from point (c) to point (d) is the outcome of Nash bargaining over the extra
profits earned by agent 1 in the new setting, where the share ¢} goes to agent 1 while the share t} goes to
agent 2. In this bargaining problem, agents split the social gain according to the following optimization
problem:

rtrllsgc (tl — E1 [Hf(al,ag)])(tg — E2 [H;(al,ag)])
s.t. tl + tQ = E1 [Hllj* (Ozl, 042)] + E2 [Hg*(al, 042)] — E1 [HT (Oél, Oég)] — E2 [H;(O&h O[Q)]
The solution is the following:

(t.15) = (E L ] e B R T ] L [Hﬂ>

2 2

where we omitted the notation (a1, as) due to space limits.

As expected, the share of agent i decreases in the outside option of agent j and hence increases in
the outside option of agent ¢: i.e. unilateral communication should reward more who was in a “better
position” before starting the communication. O

Proposition 1.5. Both agents have incentives to send untruthful messages.

Proof. Recall that the only way in which a generic agent i can rationally lie is issuing M; = L. Moreover,
recall that untruthful messages are credible only when they are plausible.

We first prove agent 1 has incentives to send untruthful messages. The message M; = L is plausible
only when S§ = S£. In this case, if agent 2 trusts agent 1’s lie, agent 2 would produce xé’L* instead of
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zf’L*, and the latter quantity is always smaller than the former. Because of this, agent 1 can defect and

increase the production above the truthful level, gaining additional profits. Hence, as long as a1 < ag,
there is a nonnegative probability that sending untruthful messages is profitable for agent 1, so he has
incentives to lie.

We now prove that agent 2 has incentives to lie, sending M£. When S = SI. she is actually telling
the truth, but when S = SI she is sending an untruthful and plausible message. In this latter situation,
if she communicates M{ and agent 1 trusts her, agent 1 would produce x{{’L*, which is a smaller quantity
with respect to xfIH* he would have produced if agent 2 told the truth. Because of this, agent 2 can
defect and increase the production above the truthful level, gaining additional profits. O
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Appendix B

Homogeneity in categorical thinking

In this section, we examine a special case of the previous analysis, i.e. that of homogeneity in categorical
thinking. Agents with homogeneous categorical thinking share the same threshold: in other words,
a1 = az = a. This may occur because they have developed similar cultural traits and hence similar ways
to interpret available information.

Homogeneous agents are exchangeable, in the sense that given the same optimization problem, they
come up with the same solution. They do it a priori: it is not a coordination game, nor they are trying
to mimic each other; they behave in the same way because they think in the same way.

Imposing a; = as has an important consequence: communication ceases to exist, not because it is
not truthful but because it is useless. The categories agents observe not only “have the same label” (both
agents observe SF or SH alternatively), but are also identical: for k € {L, H}, if a1 = ay then SF = SJ’?.
All possible messages are predictable, and agents would simply avoid to send them.

In this setting, the interim expected payoff for a representative agent ¢ are the same as in (1.5), but
now we have

Ei [CEJ‘Szk} =X;

for k € {L, H}. The maximization of interim expected profits lead to two optimal production quantities,
one for each category observed:

TAlSE
x;e*:EZV;W

for i = 1,2, and where F; [A|Sﬂ =5 and E; [A|SZH] = HTO‘ Interim expected payoffs are

2
«
E;[115|SF] = —
mijst] = &
for the L situation, and
1+ a)?
E; (1 |SH] = (7
[ 7,| K3 ] 36
for the H situation. Fx ante expected payoffs are
1
E[IT (0)] = %(1+a7042) (1.11)

Ez ante expected payoffs, which only depend on «, have an inverted u-shape with vertex in a = %,
1

implying that a; = as = 3 are indeed the thresholds that maximize ex ante expected profits when agents
have homogeneous categorical thinking. With these thresholds, agents divide the support in two equally
sized categories: low and high categories are equally probable, and agents’ production decisions are, on
average, the best ones.

Nonetheless, a comparison between the ex ante expected payoffs computed for agents with heteroge-
neous thresholds and those for agents with homogeneous thresholds in shows that agents with different
thresholds are better off than agents with equal thresholds, if the first ones have complementary thresholds

(i.e. a1 + g = 1). In other words, we have
Ei [T} (o1 # a2)] > Ei[lI} (1 = ag)] (1.12)

for each i = 1,2 if a1 + as =~ 1.

Having the same threshold hampers the achievable profits: this is due to increased competition within
each situation. Having the same threshold subtly implies that agents face, with certain probabilities, two
different situations, and in each one they behave in the same way. Instead, when agents have different
thresholds, each of them is more informed than the other one in one segment of the market: in particular,
agent 1 has a more precise information when he observes S§ than agent 2 has when she observes S£. This
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gives him an advantage when the market size is indeed low. On the contrary, this advantage disappears
and goes in favor of agent 2 when the market size is big. Overall, this information advantage creates
positive spillovers, as it allows agents to expect higher payoff compared to the situation in which they
had no advantage, i.e. when agents have equal threshold.
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Chapter 2

Tacit vs Explicit Collusion Between
Differently Informed Firms

Abstract

Collusion between firms is not always illegal: it is the act of communicating to coordinate
behavior that makes it illicit. In this paper, we analyze the incentive to start and maintain
tacit (legal) and explicit (illegal) collusion of two firms that compete in a Cournot duopoly,
producing perfect substitutes for a mass of consumers. We assume that firms are differently
informed about the market demand, and we prove that tacit collusion is easier to sustain
in the long run, because firms have little incentives to share their private information
and enter an explicit collusion, which might be more profitable although it requires side
payments. This result has interesting welfare implications. While consumers are generally
worse off when producers collude, we identify a precise condition under which Competition
Authorities could mitigate these negative effects: namely, centralizing the provision of
information about market demand.

Keywords: Cournot duopoly, Tacit collusion, Explicit collusion, Signals.
JEL Classification Numbers: D43, D83, L113.
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2.1 Introduction

In 1890, the US Sherman Act shed light on the prominent problem of anti-competitive
agreements among firms. To help overcome these problems, Competition Authorities
(CAs) were established in several countries throughout the twentieth century. Since their
introduction, the main objective of CAs, such as the ICA (or AGCM) in Italy or the
FTC in the US (whose positive effective impact has recently been investigated by [Bos
et al., 2018]), has been the support of competitive markets and the prevention of market
behaviors apt to harm consumers’ welfare. Anti-competitive behaviors such as price fixing,
market sharing, and abuses of dominant positions are discouraged and punished. In fact,
such conducts may not only decrease consumers’ welfare, but even the total welfare of the
society.! The importance of the topic regarding anti-competitive concertations and their
formation have grown throughout the years, and the literature has investigated which
collusive agreements are more likely to emerge and the factors that may facilitate (or
hinder) these illegal behaviors. However, there are still open questions: among them,
the role of asymmetries in firms’ perception of the market demand and the consequent
attainability of different types of collusion.

In this chapter, we study an infinitely repeated Cournot game by two firms with asym-
metric and private information about the market demand. We investigate the effects of
these asymmetries on firms’ incentives to collude, either tacitly or explicitly (the main dif-
ference is that in the latter there is exchange of communication regarding market demand,
whereas in the former there is not), and the conditions under which firms can reach and
maintain such cooperation agreements. In particular, we concentrate on firms’ discount
rate, the critical parameter that determines the effectiveness of collusive intertemporal
incentive schemes. We find that minimum discount rates that consent collusive practices
are correlated with the (imperfectly observed) market demand: the higher the market
demand, the higher the minimum discount factor needed to attain collusion. The main
finding of this chapter is that explicit (or overt) collusion is more difficult to sustain with
respect to tacit collusion: the minimum discount factors needed to attain explicit collu-
sion is always higher than the minimum discount factor needed to attain tacit collusion.
Hence, only very patient firms would explicitly collude in the long-run: this is mainly due
to incentives to misreport communication in order to deceive the opponent. Conversely,
even relatively less patient firms may decide to tacitly collude.

According to the international market regulation, not all forms of collusion are illegal:
only explicit collusion is deemed to be illicit, whereas tacit collusion, despite leading to
economic outcomes similar to the previous one, is not considered illegal.? The main dif-
ference between them is the presence of communication between the parties involved: “it
is the act of communicating to coordinate behavior that is illegal (or taken as evidence
of illegality), and not the actual prices that are charged” ([Bos et al., 2018]: 377). The
finding that tacit collusion can be sustained even when explicit collusion cannot is poten-
tially bad news for Competition Authorities: although the latter can be discouraged with
leniency programs ([Spagnolo, 2008]) and accurate investigations, the former is legal and
difficult to trace. For instance, in the last few years (along with the boom of the online
sales and e-commerce) there has been an increase in the adoption of algorithms that may
help different firms that operate in the same market collude tacitly, i.e. without the use of

!Under certain conditions, the marginal increase in the producers’ surplus is smaller than the marginal decrease
in consumers’ surplus: what is lost is usually called “deadweight loss”.

2« Any information exchange with the objective of restricting competition on the market will be considered as
a restriction of competition by object” (§72, European Commission Giudelines on the applicability of Article 101
TFUE).
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direct or indirect communication. Tacit collusion may be fostered by algorithms, as they
enlarge the transparency of the market and have the ability to detect small price changes
and react accordingly (see, for instance, [Ezrachi and Stucke, 2016], [Deng, 2018], and
[Calvano et al., 2019]).

In the final part of this chapter we focus on a welfare analysis, looking at a possi-
ble method through which a Competition Authority might increase consumers’ surplus:
centralize the provision of market information and increase the information level of the
firms.

The chapter is organized as follows. The rest of this section assesses the related
literature. Section 3.2 lays down the model, the assumptions and the static equilibrium.
Sections 2.3 and 2.4 analyze, in a dynamic setting, tacit and explicit collusion, respectively.
Results are stated in Section 2.5, welfare analysis in Section 2.6. Section 3.6 presents
conclusions and possible extensions. Appendix A includes most of the formulas, which
are too long to be reported in the main text, while all propositions and corollaries are
proved in Appendix B.

2.1.1 Related literature

Collusion is one of the possible practices through which producers may increase their
profits. As reported in [Levenstein and Suslow, 2006]: 45, “producers form cartels with
the goal of limiting competition to increase profits. By restricting output and increasing
price, ideally to the price a monopolist would set, profits are jointly maximized”. As
mentioned by [Motta, 2004], there are two main conditions that generate an incentive
compatible structure that allows the existence of cartels or, more in general, collusion:
(i) detectability of deviations, and (ii) the presence of credible punishments. The first
condition holds when all participants are able to “detect in a timely way that a deviation
[...] has occurred” ([Motta, 2004]: 139), while the second one guarantees that any deviation
is punished by the rivals, depressing the profits of the deviator. In other words, deviators
must be first recognized, and then punished. Communication may be useful for potentially
colluding firms: in fact, under explicit collusion firms can exchange information with each
other and coordinate on their jointly preferred equilibrium without having to experiment
with the market, which might be costly ([Motta, 2004]). In this sense, communication
helps coordination, which may be difficult to reach when collusion is tacit ([Harrington,
2008]).

The literature has considered several factors that can facilitate (or hinder) collusion.
Among those that facilitate it, there are a sufficiently limited number of firms in the
market, industries’ concentration, product homogeneity, and more in general symmetries
between firms (see [Motta, 2004] and [Vives, 2009] for a more extensive inquiry). For
instance, [Hay and Kelley, 1974] find that collusion is most likely to occur and endure
when the number of firms is small, industry-concentration is high, and the product is
homogeneous. [Levenstein and Suslow, 2006] examine a wide variety of empirical studies
of cartels, finding that collusion can emerge even in unconcentrated industries (but almost
always because firms rely on industry associations). [Green and Porter, 1984] assess
the role of industry stability, proving that the evidence of competitive prices is not a
sufficient condition to say that cartels are absent. Recently, all the factors that may
facilitate collusion have been object of new analyses, deepening both the theoretical and
the empirical discourse. For instance, [Garrod and Olczak, 2018] revisited the types of
market structures in which cartels are more likely to arise, due to the “mounting evidence
that some cartels do not seem to arise in markets that standard theory predicts” ([Garrod
and Olczak, 2018]: 2).
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In the literaure, there is a general consensus that firms’ asymmetries hinder collusion.
For instance, [Davies et al., 2011] empirically identify the market structures that a CA
is likely to associate with (tacit) collusion: these are markets characterized by high con-
centration and a limited number of firms with symmetric market shares. [Compte et al.,
2012] find mixed evidence. They explore the issue of asymmetric capacities in a Bertrand
duopoly, showing that asymmetries make collusion more difficult to sustain when the
aggregate capacity is limited, but not when the aggregate capacity is much larger than
the market size. [Garrod and Olczak, 2017] prove that asymmetries in firms’ size do hin-
der collusion, even under imperfect monitoring. [Obara and Zincenko, 2017] show that a
collusive agreement can be sustained even when firms have different discount factors: if
firms’ average discount factor falls strictly above the critical threshold ”T’l, then collusion
can be sustained with n firms. [Athey and Bagwell, 2001] explore collusion in a repeated
private information model with publicly-observed prices, finding that, despite being pro-
hibited from making side-payments, firms can still implement self-enforcing schemes to
sustain collusion.

At the best of our knowledge, there are not many works that investigate the effects of
asymmetrically informed firms on the attainability of different types of collusive outcomes.
Furthermore, the distinction between tacit and explicit collusion is frequently ignored
([Harrington, 2008]). The closest work to ours is [Garrod and Olczak, 2018], who capture
the incentives for explicit collusion when firms can alternatively collude tacitly. In their
model, authors assume capacity-constrained firms that, at the beginning of every period,
may be part of a cartel or not. If there exists a cartel, each firm may decide either
to explicitly collude with the counterparts, sharing its private information (price), or to
become a whistleblower informing the Competition Authority on the existence of the
cartel. If the firm is not part of a cartel, it may still decide to tacitly collude with the
other firms. Authors find conditions for the emergence of tacit and explicit collusion. One
of the prominent ones is that if the fines set by the CA are high enough, tacit collusion
is not only more profitable than explicit, but also the only reachable collusive practice.
Along with this article, our work contributes to shed light on the importance of tacit
collusion with respect to explicit collusion.

Other works are consistent with further minor findings stated along the chapter: for
instance, the result that collusion is more difficult to attain when the demand is relatively
high is supported by [Rotemberg and Saloner, 1986]; moreover, as in the experiments
run by [Fonseca and Normann, 2012] and [Waichman et al., 2014, we inspect the role
of explicit communication and show that, under certain conditions, it leads to higher
profits.?

To better understand the framework we are analyzing, consider the following example.
There are two rental car companies which sell same-quality services (for instance, they
both rent similar small cars). In their headquarters, these two companies have to decide
how many cars move from a subsidiary to another one in order to match the forecast
demand. Suppose that in a specific airport (for instance, Venice VCE) these two com-
panies, with one subsidiary each, constitute a duopolistic market. A few days before the
beginning of each month, the headquarters decide how many cars to provide their two
subsidiaries. They try to figure out the demand of cars for that month, making reasonable
predictions: this process includes considering possible events in the Venice area (carnival,
the Venice Film Festival and so on) which can affect the demand. Each firm predicts the

3However, these two experiments find mixed results regarding the efficient number of firms involved in the
communication. [Waichman et al., 2014] finds that two firms collude better than three, while [Fonseca and
Normann, 2012] find that communication with four or six participant is more effective than with just two.
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market demand according to its beliefs: ceteris paribus, although one firm might forecast
a high demand, the other one might expect a low one. Agents may decide to collude in
order to gain additional profits, and they may also decide to do so after explicitly ex-
changing information about their forecasts. We analyze the differences in the perception
of the market demand and how they influence firms’ incentives to collude, either tacitly
or explicitly.

2.2 The model

Consider a Cournot duopoly played repeatedly for an infinite number of ¢ periods. Firm
i’s only decision variable is the output quantity z; (perfectly observable by both firms),
and the cost function is assumed to be quadratic: C(z;) = cx? with ¢ € (0,1). We assume
the same ¢ parameter (as if firms share the same production technology) and they both
discount the future at the same discount rate 6 € (0,1). The industry has aggregate
output z; + x; and it is characterized by the following inverse linear demand:

d=a— (z;+ ;)
where a is the value of the market size. Profits of firm 7 are
m; = max{x;d — cx?,0}

For simplicity, we let agent ¢« embody firm 7, without any substantial difference between
these two labels.

Information asymmetry. The setting of this model resembles the one presented in
Chapter 1. We assume that the market size is a uniformly distributed random variable
A and each period t nature draws independent realizations a. We let R4 = (0,1) be
the totally ordered support of A. Each agent ¢ partitions R4 in two categories, which
we denote CL and CH (as reminders for Low and High), such that CX N CH = () and
CFUCH = Ra. We call threshold «; € [0, 1] the personal parameter that separates two
contiguous categories, hence we have that CF = (0, ;) and CH = (a;,1). Without loss
of generality, we assume a7 < ap. Figure 2.1 is a possible representation of how agents
perceive the market size.

ct cH
—
0 a1 a9 1
Cy cy'

F1GURE 2.1: Example of agents’ heterogeneous categorization of R4.

We assume thresholds are common knowledge, so that agents know both their own
categorization and the one of the competitor.

Signals. In Chapter 1 we assumed that at the beginning of the game (after a is realized)
each agent perceives only the category in which a falls, and we have called this category
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situation. Here, we interpret this concept slightly differently. In fact, we assume that
every period each agent receives a private signal that helps her realize whether the market
size is Low or High. Perceived situations and observed signals are comparable concepts,
and mathematically they can be treated in the same way. We let S denote the signal
observed by agent ¢ once a is realized. The signal S¢ coincides with the category of C;
that includes a: for instance, if a € CF, then S* = St = CL. More in general, we have
that S¢ = SF = CFif a € CF, with i = 1,2 and k € {L, H}. Because signal S? depends
on threshold «;, each agent has an idiosyncratic interpretation of her private signal.

The signal S¢ assists agent ¢ in the decision making problem; every time she has to
decide the production quantity, she can infer from the signal whether the market demand
is Low or High.* In fact, after she has observed the signal, she refines her understanding
of A updating her expectation E;[A|S?] as a function of «;.

Signals are endowed with accuracy, which depends on the categorization of the agent.
Consider, for instance, an agent ¢ with a threshold very close to 1, e.g. a; = 0.9. With
90% probability, agent ¢ receives a Low signal, which is not very informative: she simply
infers that the average market size is going to be E;[A|SL] = 0.45, but there are great
chances that a falls relatively distant from this value. However, there is a 10% probability
that she gets the High signal, which is very informative: there is almost null dispersion, so
the production decision fits (almost) exactly the true market size. The trade-off between
the accuracy and the probability of signals is simplified in Figure 2.2, which reports four
examples: the signal is more accurate if the true value a falls in the smaller category
rather then when it falls in the larger category.

Signal accuracy

more accurate less accurate

FIGURE 2.2: Signal accuracy

Collusion. As anticipated, we analyze two possible types of collusion: tacit and explicit.
We define tacit collusion the non-verbal agreement between two firms to mutually decrease
their production quantities in order to increase their profits: the agreement is non-verbal
because no exchange of information regarding market demand is needed. The coordination

4Each signal is observed with a certain probability: Pr(S¢ = SF¥) = a; and Pr(S¢ = Sf) =1 -, as A is
uniformly distributed.
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problem is solved by the decision to maximize the joint profit function, exactly as a single
monopolist would do.

In explicit collusion, agents exchange relevant information about the market demand,
learning from each other. They can send messages about the signal they have observed:
let M; = {ML, M 0} be the set of possible messages sent by agent i (to agent j). A
message is an element of the set of categories of i: that is, if M; # 0, then M; € C;.
A message is truthful if it contains the true state of the world, i.e. if it coincides with
the received signal, that is M; = S?. Agents are not forced to communicate, hence we
include the possibility that they do not send any message, i.e. M; = () (exactly as in tacit
collusion).

Collusion is Pareto-efficient but individually not a dominant strategy in a one-shot
interaction: both agents have incentives to deviate, increasing their production quantities
and obtaining a higher level of profits. In a repeated interaction, impatience is a driver:
in each period, agents face the decision either to maintain the cartel or to renege on the
collusion agreement, and they make this decision comparing the present discounted values
of the utilities implied by these two alternatives.

We acknowledge the criticism of [Harrington, 2017|, for which any kind of collusion
would imply some sort of communication: in his view, “tacit” is simply a vacuous label.
As it is used in the literature, we use it as well in order to discriminate between two
different types of cartels that lead to different results for consumers and producers. In
this sense, we remain silent on how the collusion agreement that we call “tacit” is reached:
in our work, the world “communication” only regards an exchange of information about
market demand.

When they set their production quantities, agents decide dependently on the market
demand they expect. The expected market demand for agent i is

E; [D

Se,0M;) = E[Alse 0 M) - (x Y B[]S0, Mj]) (2.1)

and depends on the signal about the market size received by agent i (S?), the message (if
there is any) received by the opponent (1/;), the expected quantity set by the opponent

(E; {xj|5’f, Mj} ), and the own quantity ;. Using (2.1), we can write the interim expected
profits for agent 1 = 1,2 as

E; [Hi

Se, M]} = max {xlEZ [D S, Mj} — ca?, 0} (2.2)

We assume agents are colluding (tacitly or explicitly). At the beginning of every
period, agents decide whether to keep colluding or to renege on the collusive agreement.
Once nature has drawn a and production decisions are made, ex post payoffs are realized
and the true market size is observed at the end of the period. Besides impatience, collusion
has to be consistent with precise actions and production decisions. We assume that firms
can a fortiori infer (from the quantity produced by the opponent) whether the opponent
colluded or not.

In both types of collusion, we assume the harshest possible punishment after defection:
relentless Nash reversion to spot competition. Hence, we satisfy Motta’s conditions for
the existence of cartels: every deviation is detectable (this is guaranteed by observability
of production quantities for tacit collusion and verifiability of information for explicit),
and punishments exist and are credible.

Before analyzing the two types of collusion, we compute the static equilibrium.
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2.2.1 Static equilibrium

In spot competition (and with no communication exchange), each agent maximizes her

interim profits E; [Hi Sﬂ given the signal S¢. Agent ¢ does not know with certainty
whether agent j has observed a low or high signal; for instance, when S¢ = S then S%
could correspond to S¥ with a certain probability or to S4 with the complementary prob-
ability. Nonetheless, in certain cases agents can infer with certainty the signal observed
by the opponent; for instance, if S¢ = SF then S¢ = S| and if S¢ = SH then S¢ = SH.5

Assuming nonnegative profits, we can use interim profits in (2.2), where M; = (), to
describe ex ante profits:

Ei|TL| = Pr(Sf = SP)E:[IL|SE| + Pr(Se = S E; |11 8! | (2.3)

Each agent ¢ = 1,2 sets her production quantity in order to maximize her interim
profits, i.e. each agent solves the following maximization problem"

(2

max 1L,|SF] = of (Ei[AlSF] - (F + Ei[x;]SF])) = C(af) (2.4)

for each k € {L, H}, where E;[z;]S{] is a convex combination of z* and z}', computed as
E;i[z;S¢] = Pr(S¢ = SF|S¢)at + Pr(Se = SH|S2)all,

Solving (2.4) we can compute the equilibrium production quantities, that we call 21,
gihspet pLospot g 22P°' These quantities are used to compute the equilibrium interim
profits, that we denote E;[II7*"|S¢], and the equilibrium ez ante profits E;[II*""]. Ex ante
profits E;[I1"*"] increase as threshold a; approaches 0.5 and threshold «; approaches its
boundary value (either 0 or 1). For instance, E1[IT{**"] is maximum when o; = 0.5 and
oy = 1, while F5[II37°"] is maximum when oy = 0 and o, = 0.5. In these points, in fact,
we say that one agent is best-informed, whereas the other one is uninformed: the former
can exactly divide the market demand in two equal segments (categories), while the latter
can distinguish only a singular (coarse) category.

In the following section, we analyze agents’ incentives to tacitly collude and create
(and maintain) a cartel in a repeated interaction.

2.3 Tacit collusion

In this section, we assume firms are tacitly agreeing on forming a cartel. First, we analyze
their production quantities and profits: when they collude, firms limit their productions,
yielding a price increase and hence an increment in their expected profits. Then, we
compute firms’ minimum discount factors needed to attain tacit collusion. We find that
minimum discount factors correlate with the market size: when firms observe a high
market size, they need a higher discount factor in order to resist the temptation to renege
on collusion.

Under efficient tacit cooperation, agents behave as if they were a single monopolist,
and maximize the joint ex ante profits, which is the sum of their individual ex ante profits.
They do so without exchanging any relevant information; i.e. M; = () for each i = 1, 2.

®We have that Pr(S%|Sf) = 22— pr(S¥|ST) = =22 Pr(SE|S5) = oL, and Pr(Sf|S%) = L=,

l—ap ? l—aq? a2
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The maximization problem becomes:

From this maximization problem we can compute the optimal quantities, that we call
Li,tacit _ H,tacit _ L,tacit H, tacit . i . . .
xy , T1 , Ty and . Using these quantities, we can derive the interim profit

functions F; [Hf“"ﬂ&}, and the ex ante profits E; {Hf“it} (weighted by the probability of
each signal).

Tacit collusion is always beneficial for both agents at the same time; in fact, they
both reduce their production quantities (" < 2¥*°%) increasing their profits in every
segment of the market (E; [Hf““ﬂSﬂ > E; [pr°t|Sﬂ for each k € {L, H}).

When they are involved in a cartel, agents (independently of the signal received) have
an incentive to deviate from the collusion agreement increasing their production and,
hence, expanding their profits. We call :if’tmt the optimal quantity produced in defection
by agent 4 after observing signal S¥ knowing that agent j would produce the tacit collusion

quantity. Call E; {ﬁf“”wﬂ the expected profits of agent 7 after defection, given signal
S*. We have that

~k,tacit
Z;

k,spot
7

k,tacit
7

> x >

and
Ei[Ti*|SF| > E;[Tmiee|Sf] > B[ 5¥]

for each k € {L, H}.

In a one-shot interaction, tacit collusion is not an equilibrium: the incentives to renege
are too large. However, in a repeated game we can study the minimum discount factor
needed to attain collusion in the long run.

At the beginning of any period ¢, both agents privately decide whether to renew the
cartel or to defect. Reneging implies two main consequences: a (relatively) high profit
at the time ¢ of defection, but a (relatively) smaller profit for the rest of the game, i.e.
from t + 1 onward. In fact, Nash reversion and information verifiability ensure that after
any defection, independently of the signal received, the agent which suffers the deviation
retaliates switching to spot competition forever. The incentive compatibility constraint
for agent 7 can be generally written as follows:

. | TTtacit| gk - t o |TTtacit . [ Tytacit| gk - t o | Tyspot
(1-3) (B [me=1st] + Som ] ) > (- o) (8 [fiest] + X o'm ]
and rewritten as

E; [ﬁf“mwﬂ - E; [Hf““|5f } k. tacit
0> : — =0 (2.5)
Ei {H%ﬁaczt} _ EZ {prot} + Ez {H;}aczt|51k} _ Ez [Hztaczt|szk]

for i = 1,2 and k € {L, H}. Call 67" the RHS of inequality (2.5): it represents the
minimum discount factor  needed for agent 7 to decide to collude after she has received
the signal S¢ = S¥. Hence, there are in total four minimum discount factors (2 agents
X 2 signals), but only two of them are binding. In fact, the minimum discount factor
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needed to attain collusion increases in the market demand; in other words, for a generic
agent i the minimum & is higher when S¢ = SH: §/11“" > g for all ay, ay € [0,1]2
(with oy < ag) and ¢ € (0,1). Exactly as found in [Rotemberg and Saloner, 1986] and
explained by [Harrington, 2017], collusion is easier to maintain (i.e. it is more stable) when
the margin for profit is sufficiently low. When market demand is big, and hence profits are
high, the increase in current profits from reneging is high, while the continuation payoff
(if neither of them reneges) is unaffected. This is summed up in the following Proposition
2.1:

Proposition 2.1. In tacit collusion, 5" represents the highest

minimum discount factor, and hence the only one which is binding, for each agenti =1,2.

H,tacit cL,tacit
= max {51‘ B }

Proof. See Appendix B. n

Given Proposition 2.1, we have that tacit collusion is self-enforcing as long as agents’
common minimum discount factor § is greater or equal to the highest of the two binding
constraints 01" and 657", We let 6" denote the highest of these two constraints.
Analytically, tacit collusion is self-enforcing if

5 } 5tacz’t — max {5f[,tacit’ 65,tacit} (26)

and hence 6" is the minimum discount factor needed to attain tacit collusion. Clearly,
§tecit depends on three parameters (o, o, and ¢), and the ranking between 61" and

§2htacit 3180 depends on the value of these parameters.

2.4 Explicit collusion

In this section, we assume firms are agreeing on forming a cartel with the help of ex-
plicit communication: when they collude explicitly, firms use communication to sustain
their agreement. We analyze firms’ production quantities under explicit collusion: after
coordinating their actions, firms decide to limit their productions and increase their prof-
its. Then, we investigate the minimum discount factors needed to sustain this kind of
cooperation. Consistently with the previous section, we find that minimum discount fac-
tors correlates with the market size: the larger the market size, the higher the minimum
discount factor needed for explicit collusion.

In explicit collusion, communication represents the mutual exchange of agents’ private
signals: agent 7, after having observed her private signal S, may share it by sending a
message M; to agent j; the message is truthful only if S¢ = M;. Truthful communication
is fundamental for explicit collusion. In fact, if one of the firms fools the other one reneging
on the agreement in period ¢, the other one would notice it immediately at the end of
the period, and switch to spot competition forever starting from period ¢ + 1. Hence, we
assume firms naively believe the messages they receive.%

When they exchange truthful messages, agents homogenize their expectations about
the market demand: communication wipes out their interpretative differences. In fact,
for each combination S¥ N S§ (where k,q € {L, H}) agents have the same expectation
B, [A|ST N S3] = E,[A|ST N S3).

Communication increases the number of intervals of the market size perceived by each
agent. To lighten notation, let S denote the agents’ joint interpretation of the market size

SConsequently, receiving no message at all would be considered as a defection from the collusive agreement.
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when they truthfully exchange signals: in other words, S is the combination of different
agents’ signals. Let S € {L, M, H} be the possible values of S, and each of these values
identifies a combinations of signals S{ and S§, such that

L if S§ = SE and S = St
S ={ M if S¢ = SH and S¢ = SF
H if S§ = Sf and S§ = S¥

Hence, we have that
E[AlS = L] = E|[A|SE 0 %]
E;[AlS = M] = E;[A|SF 0 5E]
E;[AlS = H| = E[Als{ n 5]']

for each 1 =1, 2.

When communication is truthful, agents can team up and collude maximizing their
joint ¢nterim profits, conditional on S. Hence, agent ¢ monopolistic maximization problem
becomes the following:

max I + 11,18 = k| = (aF + 28) (Ei[A|S = k] = (af +28)) — C(ah) — C(ah)

for each k € {L, M, H}.

The problem leads to three systems of two best replies, for which the solution is
represented by six pairwise-equal quantities. Call z7“®" the quantity produced by agent
¢ under explicit collusion when S = k. Because agents have the same expectations about
A, we have that z%“%" = ¢b“P! and hence F, [Hfrpl|5 = k:] = Ey [HSIPI|S = k} for each
ke {L,M,H}. Ez ante expected profits can be computed weighting interim profits for
the probability of each combination S:

B[] = S Pr(S = k) - E;[T;77S = ]
k

where k € {L, M, H}.

In order to understand if explicit collusion is more profitable than spot competition, we
compare the ex ante profits of each agent referred to these strategies. That is, agent ¢ finds
it profitable to truthfully bilaterally communicate (i.e. explicitly collude) if E; [Hf"”p l} >

E; [pr Ot}. For agent 1, this condition becomes

Ey[IT57] > By [T (2.7)

and it is plotted in the left part of Figure 2.3. In grey, the locus of points for which
condition (2.7) is satisfied: agent 1 finds it unprofitable to explicitly collude only when
o is sufficiently close to 0.5 and s is sufficiently close to 1. These are the conditions
under which agent 1 makes profits near their maximum value (which happens to be when
a3 = 0.5 and ap = 1). In this point, in fact, agent 2 is uninformed: she simply perceives
a single segment of the market demand, and so agent 1 finds it advantageous to exploit
this situation committing to spot competition. A similar argument can be applied to the
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following condition, valid for agent 2:
Ep|T15™] > Ep 113" (2.8)

Condition (2.8) is plotted in the right part of Figure 2.3. These surfaces slightly
increase or decrease according to cost ¢, so the following Figure 2.3 represents only an
emblematic example (and it resembles the case when ¢ = 0.5).

1 1

a2 a2

0 o 1 0 a1 1

FIGURE 2.3: Left: area where agent 1 wants to explicitly collude. Right: area
where agent 2 does.

If we superimpose the two graphs, we see that there exists conditions under which
both agents at the same time find it profitable to explicitly collude: (i) when oy =~ «q,
and (ii) when oy + ag & 1, i.e. near the two diagonals. In the first case, communication is
nearly useless: agents mostly gain from the fact that they are reducing their production
quantities. In the second case, communication is fundamental: agents have complementary
thresholds, and, if they share their interpretations, agent 1 is able to compensate for agent
2’s lack of expertise regarding the low demand, whereas agent 2 compensate agent 1 when
demand is high.

Side payments. There exist conditions under which explicit collusion cannot arise, be-
cause of the lack of incentives to share the private signal with a less-informed counterpart.
Hence, we introduce a mechanism of side payments that encourages the more informed
agent to share his information with the less-informed one, and that can sustain a mutual
exchange of information.

First, we define who sells the information and who pays for it. Call more informed the
agent with the threshold «; closer to 0.5. For instance, if a; = 0.1 and as = 0.6, agent
2 is more informed. When the distance from 0.5 is identical (i.e. when a; +as = 1 or
a1 = ag), we say that agents are identically (or equally) informed. Fees (whose amount
is analyzed later) are paid by the less informed agent to the more informed one, only
where they are needed, i.e. only in those areas for which there is no mutual advantage to
collude explicitly. We assume that the payment is made before messages are exchanged
(otherwise the payment should depend on the signal). The arrangement under which fees
are paid is described in Figure 2.4, where we identify three regions (or areas) that we
denote r = W, N, C' (in red, we have denoted the agent who has to pay the fee). The fee
is paid by agent 1 in the white west area W, where agent 2 has no incentives to explicitly
collude. Symmetrically, the fee is paid by agent 2 in the north area N, where it is agent 1
that has no incentives to collude explicitly. In the grey central area C, no fee is exchanged:
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both agents do want to collude explicitly. Figure 2.4 represents a natural example of these
areas.

a2

0 aq 1

FIGURE 2.4: Graph of who pays the fee.

In the following analysis, we investigate agents’ incentives to explicitly collude in each
of these areas. Within every period t, actions develop as follows:

1. fee is paid by the less informed agent i to the more informed agent j (if r = W, N,
as when r = C no fee is exchanged);

2. messages are simultaneously exchanged;

3. production quantities are simultaneously set.

Before going on with the analysis, we show that agents have incentives to send un-
truthful messages. From Proposition 1.5 of Chapter 1, recall that the only way in which a
generic agent i = 1,2 can rationally lie is always issuing M; = M}. Moreover, recall that
untruthful messages are credible only when they are plausible (i.e. the receiver cannot
tell in advance if the message is truthful or not). The lie M; = ML issued by agent 1 is
plausible only when S$ = S&. In this case, if agent 2 trusts agent 1’s lie, agent 2 would
produce 22" instead of 23", and the latter quantity is always smaller than the former.
Because of this, agent 1 can defect and increase the production above the truthful level,
gaining additional profits. Hence, as long as a; < aw, there is a nonnegative probability
that sending untruthful messages is profitable for agent 1, so he has incentives to lie.” On
the other hand, also agent 2 has incentives to lie, sending ML (this lie is always plausible
for agent 1). When S = S she is actually telling the truth, but when S¢ = SH she
is sending an untruthful and plausible message. In this latter situation, if agent 1 trusts
her he would produce z)“"" which is a smaller quantity with respect to z:>“®" he would
have produced if agent 2 told the truth. Because of this, agent 2 can defect and increase
the production above the truthful level, gaining additional profits.

We analyze the west area of Figure 2.4 in Section 2.4.1; in Section 2.4.2, we analyze
the north area. In Section 2.4.3, we analyze the central area.

2.4.1 Agent 1 pays the fee
In the west area r = W of Figure 2.4, agent 1 pays the fee. Call §; the fixed share of

expl

agent 1’s expected profits E; [Hl ] that is transferred to agent 2 in order to make him

"There is also a positive probability that the lie is implausible: agent 2 realizes that agent 1 is lying. In
this case, we assume that they will still collude for the current period, but switch to spot competition from the
following period onward.
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willing to collude explicitly. The share 51 must be high enough to make agent 2 at least
indifferent between explicit collusion and spot competition, and it must be low enough
to make agent 1 not worse off than it would be in spot competition. Hence, we have two
incentive compatibility constraints to satisfy; agent 1’s incentive compatibility constraint
is

(1= 51)E [Hi”’l} z B [Hiwt}
and it can be rewritten as
By 77| — By [T

b < 2 [Hfzpq = b

where B, is the upper bound of the share 8,. The ICC of agent 2 is
B [T5™] + g By [TI7] > By[115]

which can be rewritten as

B[] — Eo| 1157

ﬁl 2 E1 [fopl} = é1

where § is the lower bound of the fee, hence J, < f1 < B1. We use Nash bargaining to
find the optimal share 3] given each agents’ outside option. Hence, we solve the following
problem:

B1,82
s.t. 51 + 62 =1

max <E2 [ngpl} + 51 Ey {Hf”’q — Fy {H;pOtD <B2E1 [fopl} - {HimtD

where [5 is the percentage of profits kept by agent 2. Solving the problem, we obtain that
the optimal share fj is

B:[13"] — By 115

6; = B, [Hipot} +E, [ngot} — B, [ngpl}

Clearly, the share 37 decreases with respect to the outside option of agent 1 (E; [H‘ip Ot} ).

Figure 2.5 plots four examples of B, Bi (dotted line) and i (solid line) for a; =
0,.05,.1,.15] from left to right, when ¢ = 0.5. The examples show that, as we ap-
proach from left to right the end of the west area of Figure 2.4, the share 37 | 0: clearly,
we have that 57 > 0 only if r = W.

The fee 8} is maximum (and equal to 10%, when ¢ = 0.5) when oy = 0 and ap = 0.5,
where the expected profits of agent 2 for spot competition are maximized: the compen-
sation must be relatively high, and sufficient enough to clear out agent 2’s incentives to
switch to spot competition.

Is this mechanism sufficient to guarantee explicit collusion in the long run? We analyze,
for each agent, the incentives to renege on the agreement.
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FiGure 2.5: Upper bound, lower bound and optimal share for different value of
aq (and ¢ = 0.5).

Agent 1. At the beginning of each period, in consideration of the fact that he pays the
fee up front, agent 1 can decide whether to (i) pay the fee, send a truthful message, and
produce the collusion quantity, or (ii) pay the fee, renege on the agreement and fool agent
2 sending the (possibly) untruthful message ML and producing a (slightly) bigger quantity
(we rule out the possibility of not paying the fee: agent 2 would realize it immediately
at time ¢ and switch to spot competition, which harms agent 1).® If agent 1 decides to
renege on the explicit collusion agreement, he produces a defection quantlty [L’k Pl which
is greater than the quantity that he is supposed to produce when colluding :z:l’ ! for each
S =k and k € {L, M, H}; moreover, F; [Hem”l|5 = k:] > B [H%pl|5 = k} This latter
choice of reneging will be punished with Nash reversion. The following condition ensures
that agent 1 will not deviate from the agreement:

(1-9) (El 7S = k] — By B [I157] + Zat (1—BY)E, [H””lD
> (1= 0) (B[ = K] - g ]+ 3 ot [
t=1
This can be rearranged as
E, [Hezpl‘s _ k} ol [Hemplls _ k}

) >(1 B9 E [Hexpl] B, |:Hspot:| [ ezpl|S _ k} i) [Hezpl|S _ k:]

= o (2.9)

For each S = k with k € {L, M, H}, call 5k <P the RHS of condition (2.9), where
the subscript W indicates that we are dealing Wlth the west area of Figure 2.4. Because
S € {L,M, H}, we have three possible values for §k <Pl However, as we prove later, we
can simplify the analysis stating that the minimum dlscount factor when S = H is higher
than any other case. We now analyze the incentives to deviate of agent 2.

Agent 2. Similarly to agent 1, at the beginning of every period ¢ agent 2 faces a deci-
sion: (i) cash the fee, truthfully exchange messages and stick to the collusion production
quantity, or (ii) cash the fee, (possibly) lie in the communication sending ML and deceive
agent 1 increasing the production accordingly, knowing that her deviation will be anyhow

8The strategy not to send any message is a dominated one: if firm ¢ does not send a message to firm j at the
beginning of period ¢, firm j would think that firm ¢ is not willing to collude anymore, and will choose the spot
competition quantities. The best reply for firm ¢ would hence be to spot compete as well, without any additional
benefit that, for instance, sending an untruthful message would carry.
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punished by Nash reversion. Call [L’k “?l the optimal quantity produced by agent 2 after

defection for each S = k and k € {L, M,H}. As agent 1, agent 2 can defect in three
possible situations: however, clearly, she has more incentive to do so when S = H. We
compute agent 2’s minimum discount factor to attain collusion as

(1-9) (E2 578 = k| + By B [TI7] + Zat (B 1157 + 67 Ey [H”“D) >
> (1-9) <E2 TI57S = k| + g1 By [I157] + fj 5 Ey [H;potD

which can be rewritten as
Eo|TI5™S = k| — B, [TI5™'|S = k]
E, {Hezpl} + 5TE1 {Heacpl} — L, [Hspot] 1 B, [Hexpl|s _ k’} E, [Hexpl|s _ k’}

_ ck,expl
= 0w

o>

(2.10)

for each S = k and k € {L, M, H}. Call d;5"" the RHS of condition (2.10). Now that
we have the minimum discount factors for both agents when agent 1 pays the fee (i.e. in
r = W), we compute them for the remaining cases.

2.4.2 Agent 2 pays the fee

In the north area r = N of Figure 2.4, agent 2 pays the fee. The following analysis is
similar to the previous one: let 5 denote the fixed share of agent 2’s expected profits

E, [Hewp q paid to agent 1. As before, let 3, and 3, denote the incentive compatibility
constraints of agent 1 and agent 2, respectively. The boundaries ﬁ and B, are computed

similarly (and symmetrically) to those in Section 2.4.1: we have that B, < P2 < 3, for
all ay, ay and ¢ included in the north area of Figure 2.4. Solving the Nash bargaining
problem, we find that

E, [Hspot} E, [H e:):pl}

6; - E, [Hspot} + B, {Hspot} B [Hexpl:|

Here, the fee 35 is maximum when oy = 0.5 and ay = 1, exactly the value for which
agent 1 has maximum expected profits from the outside option (spot competition). The
pattern of /35 resembles exactly the one of 87 depicted in Figure 2.5, but with oy in the
T-axis.

We now compute the minimum discount factors needed to sustain explicit collusion
when the fixed fee is paid by agent 2.

Agent 1. Being more informed, agent 1 cashes the fee at the beginning of each period
and decides whether to stick to the agreement or renege on it increasing his production
quantities and lie when it is possible. Agent 1 sticks to explicit collusion if, for k €
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{L, M, H}, the following condition holds:

0>

El [Hea:plls = k’} El {Hel’pl’S = k)} o 5k,e:ppl
E [Hezpl} +55E2 [Hexpl] E [HSPOt} —I—E [ eacpl’S _ /{7} El [Hexpl’S _ k}} — Y1,N
(2.11)

Condition (2.11) is rearranged similarly to (2.9). We let 67’y ! denote the RHS of (2.11),
where the subscript N stands for “north”.

Agent 2. After paying the fee, agent 2 could renege on collusion sending an untruthful
message after she has observed a high signal and hence increase the production quantities
above the collusion level. Agent 2 will honor the agreement if

Ey[[T57|S = k| — Ea[T15™'|S = k]

o= (1 _ 62)E2 |:Hea:pl:| B, [Hspot:| +E, [Hea:pl|s _ k‘} B, [Hexpl|5« _ k’}

= o (2.12)

for k € {L, M, H}. Call 655" the RHS of (2.12).

2.4.3 No side payments

Lastly, we consider the central grey area r = C' of Figure 2.4, where no side payment
is exchanged because both agents find it profitable to collude explicitly and exchange
information rather than spot compete, even if (depending on their thresholds) one of
them might be more informed. As in the previous cases, agents have incentives to deviate
from the agreement. We now compute their minimum discount factors needed to attain
explicit collusion, which, similarly to condition (2.5), can be generally written as

Ei[TI7™8 = k| — B [TI7™)S = k|
0=
E [Hiempl} -y [H;pot} o [ expl|S ]{7} { ezpl|S _ k‘}

= o1 (2.13)

The function 5k 7l is the minimum discount factor for agent ¢ needed to attain ex-

plicit collusion in the central grey area of Figure 2.4 when combination of signals S = k
is realized, where k € {L, M, H}. In fact, both agents may decide to send an untruthful
message and increase the production above the collusion level. Hence, we have six mini-
mum discount factors (as in previous cases), but, for each agent i, only the highest one is
binding.

Highest minimum discount factor. Computed the minimum discount factors for each
area of Figure 2.4 under explicit collusion, we state the following Proposition 2.2.

(SH sexpl — max 5H ,expl 5M ,expl 5[/ ,expl

Proposition 2.2. In explicit collusion, N

} represents

the highest minimum discount factor for each agent i = 1,2 and each region r =W, N, C.
Proof. See Appendix B. m

This result is true for all ay,ay € [0,1]? (with a; < ay), for each ¢ € (0,1), and for
each area r = W, N,C. Proposition 2.2 is coherent with Proposition 2.1. In fact, for
both tacit and explicit collusion, minimum discount factors needed to attain collusion are
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correlated with the market size: the highest the (expected) market size, the highest the
minimum discount rate.

Proposition 2.2 implies that, for each agent ¢ = 1,2, only one discount factor (
for r = W, N,C) is binding. Hence, when we want to understand if explicit collusion
is feasible for the dyad, we only need to consider three pairs of two minimum discount
factors (5{1 -k and (55{ P for 1 = W, N,C). We can write the attainability condition for
explicit collusion as follows:

H,expl
6@' T

0 = max {3{,77, 6,57} = o7t (2.14)

for each r = W, N,C. We denote by 6! the minimum discount factor needed to attain
explicit collusion in each area r of Figure 2.4.

2.5 Results

In Sections 2.3 and 2.4 we have derived the highest minimum discount factors needed to
sustain tacit and explicit collusion. In this section, we compare these discount factors and
we find that those that regard explicit collusion are higher than those that regard tacit
collusion. The main result of this chapter can be summarized in the following proposition:

Proposition 2.3. Tacit collusion is easier to attain than explicit collusion: there are
values of the common discount factor such that the former is an equilibrium while the
latter is not.

Proof. See Appendix B. n

This result is demonstrated by the following inequality:
5:zpl > 5tacit (215)

for each r = W, N, C. Inequality (2.15) is valid for all ay, ap € [0,1]* (given oy < ap) and
ce (0,1).

The main reason why explicit collusion is more difficult to attain is that it is linked to
communication: in fact, agents have a strong incentive to misreport the privately observed
signals and therefore lie when they exchange messages. Proposition 2.3 states that, when
there are only two firms, illegal cartels are less likely to arise because tacit collusion is
easier to attain. If we consider the discount factor as a cost, this result states that, in
order to establish tacit collusion, firms face a smaller cost compared to explicit collusion.
This result relates our work with the existing literature: a similar finding, in a different
context, is identified by [Garrod and Olczak, 2018], for which, under certain conditions,
tacit collusion is more appealing, rather then easier to attain.

This finding implies that, with respect to the work of Competition Authorities, tacit
collusion represents a greater threat to natural competition than explicit collusion. In
fact, the latter is not only easier to identify (because of “paper trails”) and discourage (for
instance, through the establishment of leniency programs), but it is also more difficult for
the firms to attain, because of the incentives to lie that we have discussed. On the contrary,
tacit collusion is both (relatively) easy to attain even for less patient firms, and moreover
it is difficult to detect and deter (by definition, tacit collusion leaves no trace and hence
it is not illegal). Our result (despite being difficult to demonstrate empirically because
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of the very nature of tacit collusion) emphasizes that the distinction between explicit
and tacit collusion, frequently neglected by the literature (as reported by [Harrington,
2008]) is instead significant, and it is relevant most notably for what concerns the ez
ante conditions which can allow such collusive equilibria to emerge, rather than for the ez
post effects, that are comparable overall. Moreover, tacit collusion might be particularly
relevant in transparent and concentrated markets where the product is homogeneous, and
where tacit collusion may be even fostered by the use of algorithms.’

Even though it is more difficult to reach, is explicit collusion also more remunerative
than tacit collusion? The answer is not straightforward. In fact, the ranking between ez
ante profits gained under explicit or tacit collusion depends on the values of oy, as, and
c. Explicit collusion, in fact, implies a trade-off that, under certain conditions, causes
explicit collusion to be less profitable than tacit. This trade-off regards the level of
competition that arises whenever firms exchange their private signals. In fact, on the one
hand each firm may observe three possible combinations of signals about the market size
instead of two private signals (as if they had the same ternary categorization): as stated
by ([Athey and Bagwell, 2001]: 431), “the benefit from communication is that it allows
firms to smoothly divide the market on a state-contingent basis”. However, on the other
hand the competition in each of these three intervals of the market size increases. This
trade-off is positively solved (i.e. explicit collusion is more profitable than tacit) when
agents are equally (or almost equally) informed with complementary thresholds, hence
when a; + as =~ 1. In this case, communication is efficient, as both firms gain from the
exchange of messages: it is true that competition increases in each of the three intervals
of the market size, but firms make more precise production decisions and this allows them
to better extrapolate consumers’ surplus.

Corollary 2.1. When agents have complementary thresholds (i.e. a1 + ag ~ 1), explicit
collusion is more profitable than tacit collusion, even though the former is more difficult
to sustain than the latter.

Proof. See Appendix B. O

When agents are equally (or almost equally) informed and with complementary thresh-
olds, explicit collusion is more profitable than tacit because, through communication,
agents can increase their ability to understand the market demand, and hence they can
set their production in order to better fit it, and to better extrapolate consumers’ surplus.
In other words, being able to perceive three market segments, instead of two, increases
their expected profits. Our result is consistent with the experiments conducted by [Fon-
seca and Normann, 2012] and [Waichman et al., 2014]: they find clear evidence that
communication in laboratory markets generally helps participants reach higher profits.

2.6 Welfare analysis and policy implications

In a welfare perspective, consumers are always worse off when firms collude. In fact,
firms can behave in such a way to approximate the performance of a monopolist: lack
of competition harms consumers (who face a decrease in their surplus), increasing the
deadweight loss of society as a whole. This (intuitive) result is reflected by the fact that,
when firms collude, the good is produced in smaller quantities and sold at higher prices.

9Literature is recently focusing on the use of algorithms as source of tacit collusion: a work by [Calvano et al.,
2019] has analyzed algorithms that easily learn to play tacit collusive strategies, even without being designed to
do so.
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Total welfare decreases as well, meaning that the marginal decrease of consumers’ surplus
is greater than the marginal increase of the producers’.

In a welfare perspective, eliminating collusion would be a very important achievement;
however, this is a hardly attainable. What CAs usually work on is trying to make collusion
hard to reach or to sustain: they do so using not only legal and monetary punishments,
but also leniency programs that incentivize firms to report existing cartels, in exchange
for little to no punishment for the whistleblower.

Under this perspective, our model offers a possible solution that could prevent explicit
collusion, in case agents where patient enough to attain it. Until now, we have considered
the agents’ thresholds as exogenous and fixed. Let us endow CA with the possibility to
move 7 and ap, as if it could manipulate the way firms perceive the demand. This is a
strong hypotheses, but it shows some curious findings.

To prevent explicit collusion, CA could move the thresholds and equalize them, making
firms equally informed. In fact, when firms are equally informed, i.e. a3 = a5, communi-
cation becomes meaningless: with equal thresholds, it does not add any new information
about the market demand, so agents will simply not communicate. Hence, in this setting
there would be no formal difference between tacit and explicit collusion, as communication
between firms would be useless (having the same threshold, they observe equal private
signals). Moreover, being equally informed, agents have the same expected profits, and
thus there are no side payments.

In the left part of Figure 2.6 we have represented the consumers’ surplus when a; = as.
The dashed line represents the consumers’ surplus in spot competition, while the solid
line represents the consumers’ surplus in cartel collusion. In the right part, we plot ex
ante profits of firm ¢, with ¢ = 1,2, in spot competition (dashed line) and collusion (solid)
when a; = ay. We plot both figures assuming, without loss of generality, that ¢ = 0.5.
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FIGURE 2.6: Consumers’ surplus (left) and expected profits (right) when oy = as
(and ¢ = 0.5).

With no explicit collusion possible, the only threat to competition is represented by
tacit collusion: as it is shown in the left part of Figure 2.6, consumers’ surplus decreases
significantly if agents are able to reach an agreement. This scenario is not implausible:
Figure 2.7 represents the minimum discount factor needed to attain collusion when oy =
as (again, if ¢ = 0.5).

The decision where to place a; and «s raises a curious trade-off. CA could face the
decision whether to (i) set a; = ap = 1: in this case, we will have two uninformed firms,
with the coarsest possible perception of the market. This would harm the consumers, as
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FIGURE 2.7: Minimum § needed for collusion when oy = s (and ¢ = 0.5).

production quantities would not fine-tune the demand (see Figure 2.6).1° Moreover, it

would harm firms as well, reducing their expected profits. However, collusion would be
relatively hard to attain: in fact, the minimum 0 needed is equal to 0.81. Alternatively,
CA could (ii) set oy = ay = 0.5, maximizing not only the consumers’ surplus but also the
expected profits of the firms, hence enhancing the whole total welfare but at the price of
lowering the minimum discount factor necessary for collusion (6 = 0.66), and thus leaving
room for the possibility to collude even for relatively impatient firms.

2.7 Conclusions

In this paper, we have discussed the role of market perception on the incentives to form
a cartel. Analyzing the collusion incentives of two differently informed agents playing a
Cournot game, we study two types of collusion: tacit collusion, that we defined as the
mutual decision to lower the production quantities in order to increase profits, without
any exchange of relevant information between the firms, and ezplicit collusion, based on a
reciprocal exchange of messages that regard the market demand. As we have defined them,
only tacit collusion can be considered legal, whereas explicit collusion is prohibited because
it represents a concerted practice that has as its object or effect “the prevention, restriction
or distortion of competition within the internal market” which may “directly or indirectly
fix [...] selling prices or [...] limit or control production” (see Article 101, TFUE). In other
words, explicit collusion is illegal because it represents a secret agreement between firms
aimed at eliminating or substantially reducing the uncertainty that is related to their
respective commercial practices (especially in our simplified model, where the market
size directly affects productions and prices). For instance, ICA has recently punished a
concertation among leading captive banks and related automotive groups operating in
Italy who exchanged sensitive information aimed at altering the competitive dynamics in
the market of car sales. Interestingly, the investigation started thanks to the admission
of a leniency applicant.!!

We proved that, under certain conditions, explicit collusion is sustainable only through
the introduction of side payments made by the less informed agent: a mechanism that
incentivizes the more informed agent to share her private signal.

0Productions are fixed along all the market size because the signal S¢ = S has null probability to arrive for
each i =1, 2.
1Gee ICA Proceeding 1811 - Car sales through financing.
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The most important point of this work is that, ceteris paribus, explicit collusion is more
difficult to attain than tacit collusion: in fact, when agents exchange their private infor-
mation regarding the market demand, there are incentives to lie that rise the minimum
discount factor needed to sustain this kind of collusion.

As a corollary result, we introduced a trade-off that regards producers with com-
plementary categories: explicit collusion increases profits over the level given by tacit
collusion, however the former is both more difficult to attain and more detectable than
the latter.

Finally, in a welfare perspective, a Competition Authority that seeks to maximize
consumers’ surplus would find optimal to have two best-informed firms, i.e. two firms that
divide the low- and the high-market segments in equal length. This comes with the cost
that tacit collusion would still be possible, and not difficult to attain.

Our model neglects the role of CAs, i.e. we have assumed no costs for entering (or
maintaining) a cartel agreement which could be object of future extensions. As explicit
collusion is unlawful, we might study the process by which firms are deterred. Hence, we
could add to the model a probability of an investigation and, conditional on an investiga-
tion, a probability of conviction. We believe these features will not significantly change
our results, and possibly just increase their consistency.

Another possible expansion of the model would be endogenizing categorization and
thresholds, in order to study the agents’ categorical thinking and their development in
a dynamic setting. It would be interesting to assess whether there might exist equi-
librium categorizations that may emerge in the long-run, and how they relate with the
attainability of collusion.

Moreover, it would be also interesting to test our hypothesis through an experiment,
and see whether our findings could be supported by real-life examples, increasing the
potential empirical relevance of this work.

Other assumptions could be relaxed: number of categories, equal discount factors and
cost functions, Nash reversion as punishment. We believe this would not contribute much
to the analysis, adding a big cost in terms of tractability.
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Appendix A

Just for this section, as formulas are more convenient to be reported, we substituted a1 = a and a2 = b.

4a%bc? +10a%be — 2ab’c — 4abc® + 6 a%b — 3ab? — 10abc + 2b%c —6ab+3b> +a—b
8abc? + 28 abc?2 — 8be3 + 30 abe — 28 be2 +9ab+2ac— 32bc+3a — 120
4a2bc® +10abe — 2ab®c + 6a%b — 3ab®> — 4bc®> —8bc+a —4b

zy P =1/2

H,spot __

1 =1/ 8 abc® + 28 abc? — 8 bc3 + 30 abec — 28 bc2 +9ab+ 2ac — 32bc+3a — 12b
pLospot _ —1)2 —4ab?c? + 2a%be — 10 ab?c + 4b%c* + 3a%b — 2a°c — 6 ab? _
2 N 8abc3 4 28 abc? — 8bc3 + 30 abc — 28 bc2 +9ab + 2ac — 32bc 4+ 3a — 12b

1 +10b%c —3a* +2ac+ 66> —2bc+2a — 2b

8 abc3 + 28 abc? — 8bc3 + 30 abe — 28 bc2 + 9ab + 2ac — 32bc+ 3a — 120
—4ab’c® + 2a%be — 10 ab’c — 4 abc® + 4b%¢? + 3a?b — 6ab® — 10 abe + 10 b%c

8 abcd + 28 abc? — 8bc? + 30 abe — 28 bc? +9ab+ 2ac — 32bc+3a — 120

_p +4bc®> —6ab+6b* +8bc—a+4b

8 abc3 + 28 abc? — 8bc3 + 30 abe — 28 bc2 +9ab + 2ac — 32bc+ 3a — 120
a’bc® + 3a2be — ab’c — abc® + 2a%b — 2ab® — 3abc + b%c — 2ab+2b%2+a —b

abe® 4+ 4 abc? — be? + 4abec — 4bc? + ac —5bc+2a—2b

a?bc? + 3a’be — ab’c+2a?b — 2ab? — be? —2bc+a —b

zy Pt = —1/2

L,tacit __
x =1/4

H,tacit __
1 =1 abcd + 4abc? — bed + 4abe — 4bc? +ac—5bc+2a—2b
J;QL’tMit: _1/4 —ab®c® + a’be — 3ab’c+ b2c® +2a%b — a’c—2ab* + 3b*c—2a®> +ac+ 22  —bc+a—b
abe® 4+ 4 abc? — be? + 4abec — 4bc? + ac —5bc+2a—2b
pHtacit _ ~1/4 —ab®c® + a?be — 3ab%c — abc® + b2 4+ 2a%b — 2ab® — 3abc_
2 abcd + 4abc? — bed + 4abec — 4bc? +ac—5bc+2a— 20

—1/4 +3b%c+bc® —2ab+2b%>+2bc—a+b
abc3 + 4abc? — be? + 4abe — 4bc2 + ac—5bc+2a —2b

L,eapl L, expl a

= gy :1/47b+2
M ,expl M, expl a+b
x P = 1y ’7:1/46_|_2

H,expl H,ezpl a+1
1761‘p:x ezp:1/4

v 2 b+2
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Appendix B

As it is possible to grasp from Appendix A, the functions we are dealing with (and especially the discount
factors) are complex and difficult to simplify. Moreover, we cannot find clear patterns (e.g. discount
factors are not always increasing in ¢, or in the difference a3 — ). Hence, we need to use graphical
analysis in order to prove the four proposition. However, as discount factors and profit function depend
on three parameters (ag, asg, and c), we are forced to fix one of these parameters (for instance, ¢) and
plot the discount factors as function of the other two. In some cases we cannot use a 3D plot because the

functions present asymptotes outside their domain (for instance, the function 65 " cannot be plotted

in a1, as € [0,1]? and for a fixed value of ¢ because because it has asymptotes outside » = W). In this
cases, we adopt two different strategies depending on the area r that we are considering. When we are
considering either » = W or r = N, we fix not only ¢, but also another parameter (either oy or as,
depending on the area we are considering), and plot the discount factor as function of the remaining
parameter «;, which varies along the limits of the considered region r: let o; and &; denote these limits,
that change according to the value of a; and c. For instance, in » = W, when oy = 0.14 and ¢ = 0.3,
we have that oy = 0.346 and & = 0.636; or, when » = N, when oy = 0.86 and ¢ = 0.3 we have that
a; = 0.364 and a3 = 654. When we are considering r = C, we look at the two diagonals of the square
a1 X ag € [0,1]? and slight switches, such as ag = a1 + 0.1 or a; + ag = 0.95, as the central area mainly
unfolds around them.

For every parameter that we fix to an arbitrary value (for instance «; = 0.07), we could have cho-
sen a different one (within the limits of the considered area r) and results would have not changed.
We restrict our choice to only two representative values, because considering more would have exces-
sively prolonged the Appendix. In Table 2.1 we summarize the propositions and for which values of
a1 and as we proved them. Note that every statement is proved for different values of ¢: we use ¢ =
{0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,0.99} (hereafter, we shorten this notation to ¢ = {0.1,0.2,0.3, ...,0.99}).
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TABLE 2.1: Summary of proofs.

Proposition Statement a1, 0
- 5H tacit _ max {6{{ tacit 5L taczt} v ai,a € [0’ 1]2
5H taczt max {5H tacit 5L taczt} v ag,an € [0, 1]2
5H o {5{{‘/[8/11)’ 5M exrp 5L ezp} ¥ ai,an € [0’ 1]2
65{/{6/961) = max {5§w€/$p7 8y W 0y Oy ) o1 = 00T € (02, )
a1 =0.14, as € (ay, a2)
5H erp _ max{(;H ,exp 5M exp 5L exp} az = 0. 93 a1 € (Ql» 1)
- 0422086041€(Q17 1)
65]5”) = max {(5H P R 5l oo 'n ) Va,ap € 0,1]?
5H ¢ _ max {5H Lexp 5M eap gL, e:ch} {az = a1,a2 = a1 +0.1}
a1 + as = {0.95,1.05}
Qg = (1,09 = (1 + 0.1
(g{cfxp — max {5H exp M ezp L ezp} { }
a1 + ap = {0.95,1.05}
) a1 = 0.07, a2 € (ay, Qo
max {51{ ,expl 6;{{;@1} > max {5H ta,czt7 55{,taczt} ( 2 ))
' a1 =0.14, as € (ay, as9)
2.3 max {1567 GG, > max {pfhtacit sHeiy | 027 e € (e )
. = 1 » Y2
ag = 0.86, 1 € (o, )
max {5H ,expl 5H,ezpl} > max {5H tacit 5H taczt} o1 + oz = 0.95
2,C
a1 + ag = 1.05
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Proposition 2.1. In tacit collusion, 6ZH’mm = max 5Z-H’mm,5f’mcjt} represents the highest minimum
discount factor, and hence the only one which is binding, for each agent i =1,2.

Proof. We show that 5?’”0“ = max {5f’ta6it76f’ta0it} holds for each i = 1,2, for ay,as € [0,1]? (with
a1 < ), and for ¢ € (0,1). We first prove 71" > ghotacit i Rigure 2.8. We plot 6" in red and
51L’mm in blue as function of o; and ay for different values of ¢. In particular, from up-left to down-right,
we plot the two functions for ten different values of ¢, i.e. ¢ ={0.1,0.2,0.3,...,0.99}.
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FIGURE 2.8: 67" (blue) is greater than 67" (red), for different values of c.

For instance, when a; = 0.3, ay = 0.4, and ¢ = 0.3, 67" = 0.649 and 67" = 0.075.
5§I¢acit

We can apply the same technique to prove d2"*“" > §2"*“" In Figure 2.9 we plot in red and

521 in blue as function of a; and ay for ¢ = {0.1,0.2,0.3, ..., .99}.
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For instance, when a; = 0.3, ag = 0.4, and ¢ = 0.3, 57"*" = 0.572 and 657" = 0.202. O
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) .. . H,expl __ H,expl ¢M,expl ¢L,expl .
Proposition 2.2. In explicit collusion, §;7; = max{@,r 20y 0 represents the highest

minimum discount factor for each agent i = 1,2 and each region r = W, N, C.

Proof. To ease the readability of the proof, we report here Figure 2.4.

N

a2

5H erp _

We first focus on the west area of Figure 2.4, i.e. r = W. In Figure 2.10 we first prove that
max {5H il 5M o L '’} We plot JH =P in red, 5M °*P in blue, and <5L °*P in green, as functlon of ay
and aq for dlfferent Values of c. In partlcular, from up—left to down—rlgh’c7 we plot the three functions for
¢={0.1,0.2,0.3,...,0.99}.
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FIGURE 2.10: 5H o7 (red) is greater than 6M 77 (blue) and 6L w7 (green), for
different Values of c.

For instance, when a; = 0.14, ap = 0.4, and ¢ = 0.3, 6™ = 0.455 and 6} = 0.104, and
13 = 0.008.
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To prove 6 i’ = max { 5H P 5M o 5l w'}, the nature of the functions does not allow us to use

5H erp (5M erp in

3D plots. Hence we fix a;. In Flgure 2. 11 we plot the three discount factors in red,

blue, and 6L P in green, as function of s for ten different values of ¢, i.e. ¢ = {0.1, 0.2,0.3,..., 0.99}. In

the ﬁrst ten plots (from up-left to down-right) we fix ay = 0.07, while in the other ten we use a; = 0.14.
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FIGURE 2.11: (5H o7 (red) is greater than (5M S (blue) and 5L 7 (green), for
different values of c.

For instance, when a; = 0.14, ay = 0.4, and ¢ = 0.3, we have that 05" = 0.995, 0,7 = 0.925,
and 05177 = 0.453.
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Now we focus on the north area r = N. To prove 4, ’e”’ = max {5H P 5M WP L 7}, this time

we fix ap. In Figure 2.12, we plot the three discount factors 5H 2P in red, 5M eap in blue and 5L <P in

green, as function of ay for ¢ = {0.1,0.2,0.3,...,0.99} from up- left to down- rlght In the first ten plots
we fix ap = 0.93, while in the other ten we use ag = 0.86.
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FIGURE 2.12: 6H 7P (red) is greater than 6M 7P (blue) and (5L V7 (green), for
different Values of c.

For instance, when oy = 0.4, ap = 0.86, ¢ = 0.3, we have that (5H °*P = (.995, 5M 7P = (.988, and
SN = 0.905
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In Figure 2.13 we prove that 5H P = max {6H P 5M crp gL dy’n"}. We plot 5H 7P in red, 5M St

blue, and 6L P in green as functlon of a; and as for dlfferent values of c. In partlcular, we plot the

three functlons for ¢ ={0.1,0.2,0.3,...,0.99} (from up-left to down-right).
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FIGURE 2.13: 5H 7P (red) is greater than 5M 7P (blue) and 5L 7 (green), for
different values of c.

For instance, when a; = 0.4, ap = 0.86, and ¢ = 0.3, 6H °*P = (0.806 and (5M FPP = 0.401 and
8y = 0.063.



2.7. Appendix B 65

Now we focus on the central grey area (r = C') that mainly unfolds around the two diagonals. For
this area, as representative cases, we only consider the main diagonal as = a7 (and one slight switch
as = ay+¢) and two slight switches around the antidiagonal ay +ag = 1 (i.e. we consider ay +ag = 1+ %)
of the square space ay,as = [0, 1]%.

In Figure 2.14 we first prove that JH P = max {5H P 6M cp 5L "p} We plot 5H <P in red, 5M e

5L erp

in blue, and in green as functlon of a for ¢ = {0.1,0.2,0.3, ...,0.99}. In the ﬁrst ten squares, we

represent (5H ”p (5M 7P and (5L 5P for ay = v (solid lines, in order to sketch the diagonal), and then
for as = ag Fe (dashed lines, in order to sketch a slight switch from the diagonal towards the north-west
corner of the square oy, as = [0, 1]?), where we arbitrarily set € = 0.1 (even if negligible, there is a slight
change as c increases). In the other ten squares, we represent (5H P (5M FP and 5L S for oy 4+ = 0.95
(solid lines) and for ay + e = 1.05 (dashed lines) as to sketch two shght sw1tches from the antidiagonal.

Hence, when analyzing 6H P 6M P and (5L °*P we have to keep in mind that we have to compare
solid lines with solid lines and dashed hnes with dashed lines.
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FIGURE 2.14: 5H TP (red) is greater than 6M 7P (blue) and 5f & (green), for
different values of c.

For instance, when a; = 0.3, as = 0.4, and ¢ = 0.3, (5H P = 0.567 and 6M P = 0.211, and
S E™ = 0.057.
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Similarly, in Figure 2.15 we prove that 6H PP — max {5H STP 5M S }. We plot 5H S*P in red,

5M 7P in blue, and

5L erp .

in green as function of a for ¢ ={0.1,0.2, 0.3,

, .99}. As before, in the first ten

squares, we represent (5H P 6M 7P and 5L S for g = oy (solid lines, in order to sketch the diagonal),

and then for as = ay + e (dashed hnes in order to sketch a slight switch from the diagonal towards the

north-west corner of the square), where we arbitrarily set ¢ = 0.1. In the other ten squares, we represent

6H o 5M o, and 5L S for ap + ag = 0.95 (solid lines) and for ag + as = 1.05 (dashed lines) as to

sketch two slight SWltches from the antidiagonal.
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FIGURE 2.15: 6H TP (red) is greater than (5M ;P
different values of c.
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(blue) and 6L P (green), for

For instance, when a; = 0.3, az = 0.4, and ¢ = 0.3, 5H P = 0.789 and (5M 7P = 0.088, and

8y & = 0.101.

O
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Proposition 2.3. Tacit collusion is easier to attain than explicit collusion: there are values of the
common discount factor such that the former is an equilibrium while the latter is not.

Proof. To prove this proposition we have to show that
max {5H ,expl 5H expl > max {(ﬁ%tacit7 5§,tacit}

for each r = W, N, C. First, consider the west area r = W and prove that

max {6H sexpl 5H expl > max {6{{,tacit’ 55—[,tacit}
With a procedure that resembles the one used in the previous proof, to plot these functions we fix a;

and let oy be included within the intervals of the west area. In Figure 2.16 we plot 5H eapl and 6H capl

in red, and 677" and 62" in green (we do not distinguish between pairs) for different values of

¢=1{0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,0.99}. We fix @3 = 0.07 in the first ten plots (one for each value
of ¢), and oy = 0.14 in the others and let ay vary along the limits of the west area.
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FIGURE 2.16: max { (both functions in red) is greater than

max {5771, 55" ta”t} both functions in green), for different values of c.

For instance, when a1 = 0.14, as = 0.4, and ¢ = 0.3, we have that max{5H eopl 5H ezpl} =
max {0.455,0.995} = 0.995, while max {57""*", 57"} = max {0.612,0.524} = 0.612.
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We now consider the north area (r = N) and prove that

H,expl 5H, expl
)

H,tacit ¢H,tacit
max {0)' ", 05 '} > max {4, , 0y }

5{I,tacit 5;1,tacit

We plot (5{’1}\?” " and (52}{ N "in red, while we plot and in green. In the first ten plots
(one for each value of ¢), we fix s = 0.93 and let «y vary along the limits of the north area for
¢=1{0.1,0.2,0.3,...,0.99}. In the other ten plots, we fix as = 0.86.
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FIGURE 2.17: max {(51H N l,dg{ P (both functions in red) is greater than

max {3771 5,1°" ) (both functions in green), for different values of c.

For instance, when a7 = 0.4, as = 0.86, and ¢ = 0.3, we have that max {65}\?@1, 55}51;;1

max {0.995,0.806} = 0.995, while max {5;""*", 5,7} = max {0.546,0.745} = 0.745.
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Lastly, we consider the central area, r = C. In Figure 2.18 we prove that max {6H copl 5H P l} >
max { sHtacit 5H, m”t} We plot 5H Pl and 6H ¢! in red, while we plot 67" and 621" in green. We
plot them for ten different values of ¢ le c= {0 1,0.2,0.3,...,0.99}. In the first ten plots (one for each
value of ¢), we let a1 + @y = 0.95; in the other ten plots, we let ay + ag = 1.05.
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FIGURE 2.18: max {§; (both functions in red) is greater than

max {874 53" mm} both functions in green), for different values of c.

For instance, when a1 = 0.4, as = 0.65, and ¢ = 0.3, we have that max {5H ewpl Hempl} =

max {0.729,0.817} = 0.995, while max {57""**", 5;7"**"} = max {0.603,0.688} = 0.745.
With this graphical analysis, we have proved that, for all a1, as € [0,1]? (with a3 < ag) and for all
c (0’ 1)27 5empl > étacit' O
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Corollary 2.1. When agents have complementary thresholds (i.e. ay + ag = 1), explicit collusion is
more profitable than tacit collusion, even though the former is more difficult to sustain than the latter.

Proof. Again, we prove this Proposition through a graphical analysis. In Figure 2.19, we plot (in red) the
locus of points in a1, as € [0,1]? (given a1 < ag) where the following system of inequalities is satisfied.

where i = 1,2 (as, when they explicitly collude, F; [Hfzpl] =FE, [H;mpl] for ay,ap € [0,1]? and a1 < ag).
We plot the condition for different values of ¢, i.e. ¢ = {0.1,0.2,0.3,...,0.99} (from up-left to down-
right).
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5 T
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F1GURE 2.19: Conditions under which explicit collusion is more profitable than
tacit collusion (in red).

Hence, we have shown that, under certain conditions, explicit collusion trumps tacit collusion. These
conditions namely regard the values of the thresholds a;; and as, which need to be nearly complementary,
ie. a; +ay~1. O]
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Chapter 3

Categorical Communication and
Team Inefficiencies

Abstract

This work investigates two channels of inefficiencies that help explain the heterogeneity in
performance of teams with ex ante similar conditions. We present a simple model of team
working where agents need to decide whether to implement or not a potentially profitable
project: only the correct choice yield positive profits. We analyze a team composed of two
agents. In order to improve the probability to make the right choice, agents may decide to
communicate. We assume agents have cognitive limitations: they categorize and are com-
pelled to redefine their communication at a coarser level; hence, inefficiencies may rise due
to categorical communication. We find that categorical communication always decreases
expected profits compared to perfect communication, but there exist types of agents for
which these (inevitable) inefficiencies are minimized. We also study the effects of biased
beliefs of team members: not only these beliefs may induce agents to underestimate the
profitability of the project, but they may even make communication between team members
detrimental.

Keywords: Team working, Communication, Categorization, Biased expectations.
JEL Classification Numbers: D23, D83.
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3.1 Introduction

Working in team has a number of positive features, such as the possibility to share knowl-
edge and ideas, wins and losses. The aim of an organization is to coordinate decisions and
actions, motivating team members in performing their activities ([Gibbons and Hender-
son, 2013]). When a team operates efficiently, synergies might rise. Nonetheless, negative
consequences may also emerge. In particular, when team members communicate with
each others there is room for misunderstandings, and this can lead to inefficiencies.

The purpose of this chapter is to study two types of inefficiencies that arise in team
working. Firstly, we investigate how team members’ inefficient communication affects the
expected profit of the team. Secondly, we study team members’ biased beliefs and their
impact on team’s expected profits.

We analyze the case of a dyad (i.e. a team composed of two members) where each
member is expert in a specific field. The first analyzed source of inefficiency arises when
the two agents communicate: in particular, as they have different expertise, agents are
compelled to redefine their messages at a coarser level. The second source of inefficiency
derives from agents’ bias in their personal beliefs regarding the profitability of team’s
production.

To show the impact of these factors on team performance, we consider a simple model
where we address the problem of the two teammates who need to decide whether to
implement (or discard) a new project whose profitability depends on project’s imperfectly
observed value and the average value of similar projects in the market (for instance, the
prototype of a new product). Consider the following example: a start-up company has
developed a new phone-prototype, and its team members have to decide whether to launch
it on the market or not. The decision is risky: if the phone is very good and they decide
to launch it, it will be a certain gain. However, if they launch it but people do not like
it, then it will be a secure loss. The phone is characterized by two dimensions (software
and hardware) and each team member (a programmer and an engineer) is expert in one
of these.

The value of the project is given by the value of the two dimensions it includes, where
each dimension represents a specific feature of the project (e.g. the hardware components).
When they evaluate a project, each team member privately observes the value of only one
dimension, the one in which she is expert. Moreover, she cannot precisely communicate
the observed value because the other agent would not understand it. In other words,
as in [Wernerfelt, 2004], agents are compelled to coarsen their messages in order to be
understood by the teammate: we call it categorical communication.

We consider two types of dyad: horizontally or vertically structured. In horizontal
dyads, both agents have decision power in terms of implementing or rejecting the project,
whereas in vertical teams only one agent has. If the team decides to implement the project,
and the project value is above the average market value, then the project is profitable
and the team earns a positive payoff. On the contrary, when the team implements a
project whose value is below the average, they suffer a negative payoff.! In order to have
more information before deciding, agents may exchange messages regarding the value
of the dimension each of them privately observes. Still, because agents only observe
the value of one dimensions and the messages regarding the other dimension are coarse,
each agent needs to rely on expectations. As expected, our analysis points out that
categorical communication decreases the dyads’ expected payoffs with respect to perfect

!Similarly, the team earns a positive (negative) payoff when it rejects a project whose value is below (above)
average.
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communication. However, we find conditions under which decision makers can mitigate
these inefficiencies: for instance, if they structure the dyad vertically. In fact, under
specific conditions it is efficient to centralize information in the hands of only one agent
and let her be the receiver of the communication: pyramidal organizations tend to be
more efficient than nonpyramidal ones, as in [Bolton et al., 2013].

As an additional source of potential inefficiency, we then assume that agents have
biased beliefs: in fact, they may unconsciously consider the project more (or even less)
profitable than it actually is. In our work, we assume that this bias induces agents to
underestimate the profitability of the project: they reject more projects than it would
be correct to do, hence increasing the probability to discard profitable projects. Clearly,
we find that such bias is always detrimental to team’s expected profits. The central
point of the analysis on biased beliefs is that these biases possibly lower the value of the
information exchanged: if agents’ bias is high enough, the whole team could benefit from
lowering the number of messages exchanged. When agents have biased expectations, a
pyramidal structure may then not be efficient anymore.

Communication inefficiencies and biased beliefs could help explain why new-born or-
ganizations end up either failing or having great success in the market. For instance, as
reported by [Everard, 2017], in recent years many Kickstarter projects were unsuccessful
because of planning and communicating difficulties among the founders.?

The chapter is organized as follows. The rest of this section assesses the related litera-
ture. Section 3.2 presents the model and the assumptions. Section 3.3 introduces the first
layer of potential inefficiencies, i.e. binary categorization, assuming unbiased beliefs. We
analyze expected profits of all possible team structures (vertical and horizontal teams)
and communication types (no communication, unilateral and bilateral). In Section 3.4 we
introduce biased expectations, and we study their effect on teams’ expected profits: we re-
visit the previous results given agents have biased beliefs. Section 3.5 presents a discussion
of the results, and elicits a possible way to mitigate the inefficiencies caused by categorical
thinking and biased expectations. In this section we also discuss the assumption of truth-
ful communication. Section 3.6 concludes. Appendix A includes the computations needed
to calculate the expected profits of all possible team settings. Appendix B includes the
proofs of the propositions stated along the chapter.

3.1.1 Related literature

This work is related to different strands of literature. The first one regards diversity
among team members and organizations (see [Gibbons and Roberts, 2012] for a detailed
survey). The issue of diversity among team members and how it relates with problem
solving has long been investigated (see [Hong and Page, 2001], [LiCalzi and Surucu,
2012], and [Bolton et al., 2013] among the others). There is general consent that diversity
tends to outperform homogeneity when the team is involved in tasks that require the
achievement of a correct answer, although the contrary is true when the task requires
the achievement of consensus. [Brynjolfsson and Milgrom, 2013] have investigated the
conditions under which a well managed organization fosters the emergence of synergies
and complementaries among team members. This largely depends on how information
is shared, and how efficiently team members can communicate when they have different
information. Looking at how information is shared among team members, [Prat, 1996]

2Kickstarter is an American public-benefit corporation that operates a global crowdfunding platform focused
on creativity, and it helps relatively small firms (some of them are even individual businesses) gathering money,
donated by backers, to start and implement their projects.
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points out that when they are endowed with different information structures (diversified
knowledge) the team itself can make more precise decisions regarding a wider range of
observations and cases. However, by choosing to give to each of its members a common
information structure (shared knowledge), the organization can foster coordination among
collectively taken decisions.

Our work relates also to the literature regarding categorization. As explained in Chap-
ter 1, people tend to group information in categories, and these categories help the human
mind to think and interpret whatever information is registered. Recent works (see, for
instance, [Mengel, 2012] and [Heller and Winter, 2016]) have developed the idea that basic
categories may be the result of enduring dynamic processes: people form their way to pro-
cess information emulating other members of the society they live in or other people they
interact with . This may cause different groups to categorize differently the same piace of
information. Another driver of diversity in categorical thinking is the level of expertise.
Categories are characterized by different degrees of granularity, which are given by the
level of agent’s expertise on the specific object or information categorized. In other words,
the operation of categorization has a hierarchical structure: people first identify objects
at the basic level and then access the superordinate or subordinate categories. [Tanaka
and Taylor, 1991] have proved that experts have finer-grained categories than others.® In-
spired by this idea, we let agents’ diversity be driven by their level of categorization over
each dimension: fine-grained categorization for the dimension in which they are expert,
coarse-grained for the other one. Consistently with [Gary and Wood, 2010], we find that
coarser-grained categories imply lower team-performance outcomes.

The last strand of literature which we refer to is that of biased beliefs of decision
makers. Agents make decisions depending on their beliefs, but these beliefs do not always
coincide with the truth. Numerous works have extensively investigated the role of biased
beliefs as a driver of agents’ decisions, especially through models that explain how agents
update their biased priors depending on feedbacks. For instance, [Rotemberg and Saloner,
1993] and [Van Den Steen, 2005] have analyzed how leaders’ beliefs may impact on the
performance of a firm. The former has found conditions under which an organization may
benefit from having different types of leaders; the latter, that strong beliefs increase the
overall variance of teams’ performance. Another important aspect investigated in this
literature is the impact of overconfidence. For instance, [Hvide, 2002] finds conditions
under which overconfidence (or underconfidence) may emerge in the long run, given that
agents take into account what pays rather than what is true: an overconfident agent
assesses his ability to be higher than its true value. On the contrary, [Camerer and
Lovallo, 1999] and [Koellinger et al., 2007] find conditions under which overconfidence does
not pay off. We depart from the definition of overconfidence as a belief about personal
skills, and we interpret it as an overestimation of the average values of dimensions and
projects in the market: in order not to generate confusion, we neutrally label it as bias.
The interpretation of the bias is similar to that of overconfidence, presented in [Hvide,
2002]: it relates to agents that, having an altered distribution of posteriors, are too certain
about some event. In our setting, they unconsciously underestimate the probability that
the project’s value is above the average market one.

3In their experiment, [Tanaka and Taylor, 1991] found that, for instance, the expert birdwatcher knows more
than the novice with respect to the characteristics of specific kind of birds (e.g. robins, sparrows) but may not
necessarily be more knowledgeable about the general characteristics that distinguish birds from other kinds of
animals. In another experiment, [Li et al., 1998] find that white basketball fans are better with respect to other
white people in recognizing faces of black people: they developed this “ability” watching a large amount of
american basketball games (where the majority of players are black).
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3.2 The model

Consider two agents, labeled 1 (male) and 2 (female), that work together and form a dyad.
The scope of the dyad is to decide whether a single project is worth to be developed or
not. We consider a project to be a costless piece of production that is possibly profitable
(for instance, a new product or prototype). The profitability condition depends on the
value of the project, i.e. a numerical attribute that defines the project, and this value
hinges on the value of the dimensions that the project includes: a dimension is a valuable
feature of the project. As there are two team members, we assume that projects include
only two dimensions.? Each agent has incomplete information because she only observes
the value of one dimension, so, when deciding whether to implement the project or not,
agents need to rely on expectations.

Dimensions’ value. We denote X; the value of each dimension ¢ = 1,2, and we let X;
be a random variable independently uniformly distributed on the support Rx = (0, 1) for
both dimensions (hence, Rx is a totally ordered set). With a slight abuse of notation, we
let index ¢ characterize the agent who privately observes the value of dimension i of the
project.

Project’s value. The value of a project is the sum of the values of the dimensions that
it includes: the greater the realization of each dimension, the greater the value of the
project.” We let © be the random variable that describes the value of the project. We
have that

@:X1+X2

A project is successful (or good) whenever its value is greater than or equal to the
average value of the project (which, as dimensions’ values are uniformly distributed, is
unitary), i.e. if

0> EBO]=1

Otherwise, it is unsuccessful (or bad). Equivalently, we can interpret E[O] as the
expected value of the projects in the market. Intuitively, successful project yield a positive
payoff if implemented, and a similar profit is earned if an unsuccessful project is discarded
(resembling a foregone loss). On the contrary, an unsuccessful project that is implemented
and a successful project that is discarded yield a negative payoffs. Hence, the team aims
at implementing successful projects and discard unsuccessful ones. The ultimate decision
whether to implement or discard a project depends on the individual decision of each
team member.

Voting rule. Let us denote v; the vote expressed by agent ¢ = 1,2 to manifest her
individual decision: v; = A (v; = R) means that agent ¢ wants to implement (reject)
the project. In order to maximize the probability to obtain a positive payoff, agents vote

4For instance, Bic pens, lighters and razors are simple products because they involve only two dimensions:
plastic injection molding and marketing. This example is taken from the presentation that Luis Garicano gave
at the MIT Seminar in Organizational Economics, April 25th 2017, about “The economics of corporate strategy:
How firms leverage their capabilities to make diversification decisions”.

®As in [Alfaro et al., 2018].
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according to the following condition:

R otherwise

In other words, agent ¢ prefers to implement the project if the sum of the observed
value x; of her dimension ¢ and the expected value E; [X j} of the unknown dimension j is

higher than the expected value of the project E; {@}, where 1 = 1,2 and j = 3 — 7. From

this condition we can surmise a voting rule, i.e. a decision criterion that determines agent
-l
1’s vote:

(3.1)

v; =
’ R otherwise

where z; = E; [@} —F; [X j} is the limit value of x; above which agent 7 votes A and below
which she votes R.

Decision. The ultimate decision of implementing or rejecting a project may involve
both agents or just one of them, depending on the structure of the dyad. In a dyad with
horizontal structure, both team members’ vote matter. For instance, if they both want
to discard the project, the project is discarded. Because disagreements are possible (e.g.
v1 = A and vy = R), as a tie breaking rule we assume that projects are implemented with
probability % when team members’ votes are different. In a team with vertical structure
the ultimate decision is made by just one agent (called leader), hence disagreements
cannot emerge. The structure is exogenously assigned ez ante, and we assume agents
cannot modify it.%

Let v denote the dyad’s ultimate decision of implementing or rejecting a project. We
have that in a vertical structure v = v; (where 7 is the leader). If the dyad is horizontally
structured, then two possible cases arise: (i) unanimity, and thus v = v; = v;, and (ii)

disagreement, where v = {%A, %R}

Payoffs. Let 7(v,0) denote the ez post payoff (hereafter, also profits or performance).
Payoff depends on the realized project’s value and the final decision v. As mentioned
before, positive payoff is realized when a successful project is implemented or an unsuc-
cessful one is discarded. Conversely, a negative payoff arise whenever an unsuccessful
project is implemented or a successful project is discarded. More precisely, we have

T(v=Al0>1)=+1
T(v=R|I <1)=+1
T(v=Al <1)=-1
Tv=R|I0>1)=-1

5This assumption resembles the case of a team with a precise hierarchical structure that cannot be changed
in the short run.
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After the game has ended and payoff is realized, all ambiguities are solved: agents
observe both dimensions’ value and, hence, the project’s value. This paper adopts a
team-theoretical framework, so agents share the total output by equal proportions.

Example 3.2.1. Let x1 = 0.3 and zo = 0.8 be the values of the hardware and software
dimensions respectively. Hence, the project is successful. According to rule (3.1), agent 1
votes v1 = R because x1 < 11 = 0.5, while agent 2 votes vy = A because xo > To = 0.5. If
the team has a vertical structure, they earn +1 if agent 2 is the leader and —1 if agent 1
is. If the structure is horizontal, they flip a coin and earn 0 on average. JAN

Agents’ expertise. Each agent only observes the value of one dimension, the one in
which she is expert. With respect to the unobserved dimension, agents only have coarse
cognition: we assume they can only discriminate two categories of the value of the unob-
served dimension. Consistently with the previous chapters, we let a categorization C; be a
partition of Ryx. Agent i categorizes the support of dimension j in two convex categories
(i.e. intervals), such that C; = {CL, CH}. We assume CF = (0, ;) and CH = (a;, 1),
where «; € [0,1] is the exogenous and fixed threshold of agent i, and labels L and H
denote Low and High values of X;. For instance, agent 1 cannot perfectly discriminate
the value of x5, and he only recognizes two categories of low and high values.

Communication. As their vote is influenced also by the expected value of the unob-
served dimension, it may be useful to have communication between agents so that they
can update their expectations about the unobserved dimension. Because agent j does not
observe z;, it would be task of i (who, on the contrary, perfectly observes z;) to commu-
nicate to j information regarding x; and the pertinent category of C; which x; belongs to.
Agent i cannot perfectly report the value of x; to agent j because the latter has a coarse
categorization over dimension X; and can only distinguish two possible categories. Hence,
agents are forced to adapt their communication language and categorize the information
they transmit depending on each others’ threshold. For this to be possible, we assume
thresholds are common knowledge.

At the beginning of the game, nature determines the values z; and x; as realizations
of X; and X, respectively. Agent ¢ privately observes x; and identifies the teammate’s
category of C; in which z; falls. We call Sj* the element of C; to which z; belongs. For
instance, if x; € C’jL, we have that S7° = SjL = C’jL.

After identifying the pertinent category S7*, agent i may decide to send a message
to reveal to agent j this piece of information. Let M; = {M}F MM (0} be the set of
possible messages sent by agent ¢. A non-void message sent by 7 is an element of the set
of categories of j; that is, if M; # 0, then M; € C;. We assume messages are truthful
because they contain the true value: M; = S7*. This information is verifiable after the
game has ended: agents can recognize if the sender was being truthful or not, and we
assume that there exists a punishment that discourages any sender from being untruthful.
This assumption is later discussed in Section 3.5.1.

Communicating via categories is the only way in which agents can understand messages
and update their prior beliefs about the value of the unobserved dimension.

After receiving a message, agent i refines her understanding of the value of the unob-
served dimension. Hence, after receiving a message M, agent ¢ casts her vote depending
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on the following rule:

o (3.2)
R otherwise

{Aiﬂm>ﬁ
Vi =

where z¥F = E; [@} — F; {Xj]Mj = Mf] and k = {L, H}. Rule (3.2) represents the update
of rule (3.1) after receiving a message. Communication may be bilateral or unilateral. In
bilateral, both agents send messages; in unilateral, only one does.

Example 3.2.2. Let ©1 = 0.3 and o9 = 0.8. Let ay = 0.6 and ay = 0.45 be the
thresholds of agents 1 and 2 respectively. On the one hand, as x5 € CH = (ay,1),
we have that S7? = CH and, hence, My = M. According to rule (3.2), after this
message, because r; > TH =1 — 0.8 = 0.2, agent 1 votes v; = A. On the other hand,
as v1 € CE = (0, an), we have that S3* = CL and hence My, = ML. Thus, agent 2 votes
vg = A, as o > TH =1 —0.225 = 0.775. Both agents vote to implement the project:
regardless of their structure, the team earns +1. A

Biased expectations. We introduce personal biases that deviate the individual expec-
tation from the true average of dimensions’ value X. As X is uniformly distributed,
F(z) = x is the true probability distribution, and we let

Fy(w|p) = '

denote the biased probability distribution perceived by agent i. The parameter yu; € [0, 1]
represents the bias. As the bias increases, it pushes the perceived distribution away from
the uniform case. In fact, when p; > 0 then E;[X|w] = % The bias induces i to
overestimate the average value of both dimensions, and hence the average value of the
project. We assume biases are equal across dimensions but idiosyncratic to each agent.
We take biases as exogenous and we make no assumptions on the agents’ awareness about
their bias.

If we allow agents to have biased expectations, the voting rule changes as follows:

i (3.3)

A iff ;> T
v; =
’ R otherwise

where if“ = F; {@mz} — E; [Xj|MZ- = Mf,uz} with & = {L, H}. The superscript p; in
Z7" indicates that agent 7 has bias p;. Rule (3.3) represents the update of rule (3.2) when
we let agents have biased beliefs over the distribution of dimensions’ values. When p = 0,
the voting rules (3.2) and (3.3) coincide. In the following sections, we analyze both cases
of unbiased (u; = 0) and biased (u; > 0) beliefs.
Timing. The timing of the model is the following:

1. agents are exogenously assigned a team structure (horizontal or vertical);

2. nature draws x; and xo as realizations of X; and Xs;

3. each agent 7 observes z;, where ¢ = 1, 2;
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4. agent 7 may send message M; = S;* to agent j. If both agents send messages, they
do it simultaneously;

5. if the dyad is horizontally structured, both agents vote simultaneously to implement
or reject the project. Otherwise, only the leader votes;

6. the ultimate decision is made, and the project is either implemented or discarded.
Payofts are realized.

Benchmarks. As benchmark cases (we assume unbiased beliefs), let us analyze the
game when (i) both agents can only distinguish one category for both dimensions (no
discrimination), and (ii) they can distinguish every possible value of both dimensions
(perfect discrimination). Under no discrimination, both agents decide randomly whether
to implement the project or not: they will be correct half of the times, and wrong the other
half, hence making null expected profits. Under perfect discrimination, they will always
make the correct decision, hence making profits equal to one, which is the maximum
possible.

As dimensions’ values are uniformly distributed, realizations can be represented on
the square space (0,1)%. Each point in the square represents a project, and the diagonal
divides successful projects (in the north-east corner) from unsuccessful ones (in the south-
west corner). Benchmark cases are depicted in Figure 3.1. On the left, no discrimination:
they accept or reject all projects with same probability, both the good ones (above diag-
onal) and the bad ones (below diagonal). On the right, perfect discrimination: they only
make the correct decisions, and earn the highest possible payoft.
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FIGURE 3.1: On the left, agents choose randomly. On the right, agents with perfect
categorization.

As each agent has a coarse cognition of the unobserved dimension, and team members’
communication is bounded by their categorizations, we find ourselves in a case in between
the two described in Figure 3.1. Binary categorization over the unobserved dimension
drives agents to incur two different types of errors. Borrowing notation from statistics,
we call type-I error the act of voting to reject a successful project, and type-II error the
act of voting to implement an unsuccessful project.

3.3 Categorical rationality

To study the overall effects of categorical communication, we first identify the possible
settings of a dyad. A setting is a combination of structure and communication type. In
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particular, we analyze the two possible structures (vertical and horizontal) and, for each
structure, all possible communication types (no communication, unilateral communica-
tion, and bilateral communication). Hence, there are in total six possible settings; for each
of these settings, we compute the expected profits. Once we have computed the expected
profits for all possible settings, we investigate the overall effect of categorical communica-
tion. As expected, we find that categorical communication decreases the expected payoft
with respect to the case of perfect categorization. Then, among binary categorizers, we
find the ones who can guarantee better payoffs to their team. In order to focus on the
effects of categorical communication, we let p; = 0 for each agent ¢ = 1,2 and discuss the
effects of biased beliefs in the next section.

3.3.1 Vertical structure

We first analyze a vertically structured dyad: the only vote that matters for the final
decision is the vote of the leader. We separately investigate the cases of (i) no commu-
nication, and (ii) unilateral communication. In this latter case, we let the leader be the
receiver of the message. The settings of unilateral communication where the sender is the
leader and bilateral communication are omitted as they resemble (i) and (ii) respectively.

No communication

Assume, without loss of generality, that agent 1 is the leader. Under no communication,
the vote of the leader is not influenced by any message, hence he casts his vote as by
condition in (3.1): the leader votes to implement the project only if the value of the
observed dimension is greater than its average, i.e. if x1 > 1 = % Otherwise, he votes
to reject it (as the dyad is vertically structured, the final decision v coincides with vy).
Voting decision of the leader under no communication can be represented as in Figure
3.2: accept all the projects on the right of xy = %, and reject all those on the left.

X2 1 \\

FIGURE 3.2: Vertical dyad and no communication.

He makes both types of errors with positive probability: he rejects some good projects
(the ones where dimension x; is low but x5 is high enough), making the type-I error,
and accepts some bad ones (the ones where z; is high but z5 is low enough), making the
type-1I error.

Let £ {HV’N ] denote the ex ante expected payoff of the dyad under vertical structure
and no communication. To compute it, we sum the ez post joint profits for each of the
four areas in Figure 3.2, weighted by the probability that x; and x5 fall in each area. As
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proved in Appendix A, we have

E[IVN] = ; (3.4)

Ex ante expected profits are fixed and positive, as the leader makes the right choice
three times out of four.

Unilateral communication

Under unilateral communication, vy also depends on the message sent by agent 2 (sender):
she issues a message M, that tells agent 1 if x5 is low or high. The voting rule of agent 1
is described in (3.2) and states that he votes A if z; > Z§, where we have that

Ty = 2

~H _ 1—-a; _ H
Ty = it My, = M,

2

e {xf — 2= M, = M

Voting rule in (3.2) of the leader under unilateral communication can be represented
as in Figure 3.3.

% I
R} A
aq
| R A
0 z# 7l 1

FI1GURE 3.3: Vertical dyad and unilateral communication.

Let E [HV’U(ai)} denote the ex ante expected payoff of the dyad under vertical structure

and unilateral communication, where agent 7 is the leader. As proved in Appendix A, the
expected payoff is expressed by the following function:

E[HV’U(QQ’)} = ; + o — aiQ (35)

As a result of agent 2’s communication, agent 1 is able to reduce the probability to
incur type-I and type-II errors.

3.3.2 Horizontal structure

We now analyze a horizontally structured dyad: the votes of both team members matter
for the ultimate decision about the project. We investigate three possible cases: no
communication, unilateral communication, and bilateral communication.
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No communication

Under no communication, agents’ votes are cast only depending on the values of the
privately observed dimensions. In fact, each team member ¢ = 1,2 votes to implement
the project (v; = A) only if ; > Z; = §; otherwise she votes to reject it.

Voting decisions of team members are represented in Figure 3.4 and divide projects in
four regions, depending on the votes of agents 1 and 2. For instance, “RA” means that
v; = R and vy = A for all the projects included in that region.

X, 1k
RA AA
T2
RR AR
0 x1 1
X1

FIGURE 3.4: Horizontal dyad and no communication.

Let E {HH’N } denote the expected payoff of the team under horizontal structure and
no communication. As proved in Appendix A, we have that

1
HN] _

B[N = : (3.6)

The ultimate decision is always the correct one in the south-west and north-east re-

gions. In the remaining regions, the correct decision is taken only half of the times, hence

expected profits are null. Comparing E[HV’N} and E{HH’N}, found in (3.1) and (3.6)

respectively, we see that they are equal, suggesting that having one or two agents with

decision power is not different. In fact, the type of structure (vertical or horizontal) does

not affect the expected profits when there is no communication among agents. This result

is not surprising: without communication, the structure itself may not be clearly defined

from an objective perspective, hence involving more team members in the decision pro-

cess without letting them communicate is not making any difference in terms of expected
profits.

Unilateral communication

Under unilateral communication, only the sender issues a message. Suppose agent 1 is
the receiver and agent 2 is the sender. The voting rule of agent 1 changes according to

the rule described in (3.2), and he votes v; = A whenever zy > z} = 22 if My = My,

or whenever z; > 7l = 1‘% if My = MH. Agent 2’s voting rule does not change with
respect to the case of no communication: in fact, she does not receive any message to
update her expectations with. Hence, she votes v = A when x5 > Iy = %, and v, = R
otherwise. In Figure 3.5 we identify six different regions of projects for which agent 1 and
agent 2 respectively propose their vote.
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X2 1 N N .
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FIGURE 3.5: Horizontal dyad and unilateral communication.

Let E[HH’U(OQ)} denote the ex ante expected payoff of the team under horizontal

structure and unilateral communication, where agent 7 is the receiver of the unilateral
message. We have that

Bl (a)] = ;(1 oy — af) (3.7)

Payoff in (3.7) only depends on the threshold of the receiver. This payoff is lower than
the payoff of a dyad with an analogous type of communication but vertically structured.
This happens because agent 2 votes without having any additional information about z,
and hence she casts erroneous votes with relatively high probability.

Bilateral communication

We now investigate the case when messages flow in both directions. Team members’
voting rule is expressed as in (3.2): whenever z; > Z¥, agent i votes v; = A, where

T = B|0] — B[ X;|Mf] with i = 1,2, j = 3 — 4, and k = {L,H}. This case is

graphically represented in Figure 3.6, where a; > as is without loss of generality.

1k
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0 z# @ 7L 1
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FIGURE 3.6: Horizontal dyad and bilateral communication.

There are ten different regions of projects defined by agents’ individual votes. Com-
bining project values, agents’ decisions and the probability that a project falls in each
region, we can compute E[IT75(ay, ay)], i.e. the ex ante expected payoff of a horizontally
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structured team under bilateral communication. We have that
1
E[HH’B(al, 042)] =5 <1 +ap—ad+ay— a%) (3.8)

Under bilateral communication, both agents’ threshold affects the expected profits, as
both agents exchange messages and, moreover, both of them are involved in making the
ultimate decision v.

3.3.3 Effects of categorization and categorical communication

We now summarize the effects of categorical communication on team’s expected profits.
By analyzing the expected profit functions presented so far, it is possible to infer that,
clearly, binary categorization decreases the expected payoff with respect to the case of
perfect categorization. This happens because agents have coarse cognition of the value of
the dimension in which they are not expert, and hence they need to communicate with
coarse messages. With respect to perfect categorization (under which agents can exchange
precise messages) categorical communication lowers the expected profits of the dyad: in
fact, it increases the probability of making wrong decisions.

Proposition 3.1. Categorization decreases the expected payoff of the dyad.
Proof. See Appendix B. n

In fact, independently of the structure and the type of communication, dyad’s expected
payoff are always lower than 1, i.e. the payoff found for the case of perfect discrimination
on page 81. This is not surprising: a coarse discrimination of a dimension yields the
agent to lose valuable information. This result is consistent, for instance, with [Gary
and Wood, 2010], who find that more accurate mental models (i.e. simplified cognitive
representations about how the business environment works) yield to higher performance
outcomes.”

Given the categorization of team members is binary, we can examine which is the value
of the optimal threshold, i.e. which is the optimal way in which agents may categorize.

Proposition 3.2. Regardless of their structure, dyads where agents communicate (unilat-
erally or bilaterally) tend to earn higher ex ante expected payoffs when agents’ thresholds
are closer to 0.5.

Proof. See Appendix B. n

The proof of this proposition is trivial: all the expected profit functions that depend on
aq, or ag and i (i.e. the expected profits of dyads whose agents communicate, unilaterally
or bilaterally), exhibit a global maximum in «; = 0.5 (when they depend only on «;), or

a1 = ag = 0.5 (when they depend on both thresholds). In fact, note that £ {H“U(ai)] and
E {HH 7U(oci)} are inverted U-shaped parabolas with vertex in o; = 0.5 and global minima
in o; = {0,1}, while E[HH’B(Oq, 042)} is an elliptic paraboloid with global maximum in
a; = ag = 0.5 and global minilma in a; ={0,1} A ag = {0,1}. In their minima, all these

expected profits are equal to 3, exactly as under no communication. In their maximum

"The proof of this statement is beyond the scope of this paper, but we believe that in our setting a refinement
in agents’ categorizations would increase expected profits.
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values, E[HH’U(OQ')} is equal to 0.625, while E[HH’B(al, 052)} and E[H‘/’U(ai)} are equal
to 0.75 (halfway between perfect and no categorization).

This result depends on the assumption of uniform distribution of the random variables
X7 and Xj: for instance, with an asymmetric distribution the optimal threshold would be
different. However, it captures the important idea that this threshold’s value divides Rx
in two intervals of equal length (as 0.5 represents both the median and the mean of X,
we cannot tell which moment of the distribution reflects the optimal threshold). Hence,
given #C; = 2, agents with threshold equal to 0.5 are the ones that guarantee the highest
expected profits for the team. This happens because these types of agents are able to
minimize inefficiencies (i.e. errors), and, on average, make the best decisions.

The difference of expected profits between similar dyads (i.e. dyads with equal struc-
ture and communication type) composed of agents with different thresholds is substantial
and can be quantified. For instance, consider two vertical dyads. The first one has a
leader whose threshold o = 0.7: the team expects to gain 0.71. The second one has a
leader whose @ = 0.6, and her dyad’s expected profits are 0.74. It is a more than 4%
difference, on average. This difference may increase up to 50% if we compare two dyads
whose leaders have a; = 0.5 and «; = {0, 1}.

3.4 Biased beliefs

Until now, we have assumed agent i’s expectation about X coincides with its true average
value. Now, inspired by [Hvide, 2002], we introduce a bias in agents’ expectations of
dimensions’ value and, consequently, on the value of projects. We let u; denote the
parameter that describes agent ¢’s bias. Bias p; pushes the perceived distribution away
form the true one, attaching higher probabilities to better projects. Some examples of
Fy(z|p;) = x'*# are presented in Figure 3.7: when u; = 0, the perceived distribution
corresponds with the true distribution; when p; > 0, the perceived distribution shifts
probability to higher values.

Ficure 3.7: P.d.f. for different levels of bias ;.
The expected value E; {X | ,ui} = ;i—l’j is increasing in u;, meaning that the expected
value of the perceived distribution shifts to the right with respect to the expected value of
the true distribution. Because E; [X i > 0] > E; [X |\ = 0}, when voting to implement

or discard a project an agent expects the unobserved dimension’s value to be higher than it
actually is. By this reasoning, he overestimates the overall value of the project. However,
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we also have that Ej; [@] i > 0} > F; {@] Wi = 0}: the agent overestimates also the average
value of similar projects in the market.

Because the true distribution is Fj(x) and not F;(x|u;), we find that a positive bias is
always detrimental to dyad’s performance. When she has biased expectations, on the one
hand an agent ¢ becomes more selective when voting to implement a project: she will vote
Accept only if the observed value of dimension i is sufficiently high (and higher than it is
necessary). Thus, she makes less type-II errors. On the other hand, the bias induces the
agent to turn down projects that should have been implemented: thus, she makes more
type-1 errors.

We hereafter investigate the role of biased beliefs in modifying team’s expected profits.
We find that, regardless of the team structure and the type of communication, a bias in
expectations always lowers the ex ante expected profits. Hence, the negative effects of
making more type-I errors overcome the positive effects of incurring less type-II errors.

3.4.1 Vertical structure

Consistently with the previous section, we first analyze a vertically structured dyad (where
agent 1 is the leader). As before, we only consider the cases of no communication and
unilateral communication.

No communication

When agents do not communicate, the vote of agent 1 only depends on his expectation
about the value of the unknown dimension. According to rule (3.1), agent 1 votes to
implement the project if 1 > z{", where " = E1[O|u1] — E1[Xa|u1]). We have that

ErO|pn] = 524t + 5t and By [Xa|u] = 742, so

g Lt
2+

and 7" > 71 = 0.5 as long as pu; > 0. In Figure 3.8 we can visually interpret the voting
rule of the leader agent 1.

X2 1 \\

0 1> :z'}fl 1

X1

F1GUuRrE 3.8: Vertical dyad with biased leader and no communication: he incurs
less type-II errors (green) but more type-I (red) with respect to a unbiased leader.

The blue line represents Z}", and we compare it with the corresponding case in Figure
3.2 where py = 0. The bias shifts rightward the limit value over which the agent decides
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to implement the project. It is possible to notice the trade-off expressed above: there is a
reduction in the implementation of bad projects (corresponding to the green area), but at
the same time there is a more than proportional increase in the rejection of good projects
(red area).

Let F [HV’N (,ul)} denote the ex ante expected payoff of the dyad under vertical struc-
ture, no communication, and leader with bias j;. We have that

E HV’N(m)} St L

(2+ )2

Ex ante expected payoff £ [HV’N ( ul)} is decreasing in yq, proving that the disadvantage

from the increase in type-I errors overcomes (in absolute terms) the advantage from the
decrease in type-II errors.

Unilateral communication

We now let agent 2 communicate with the leader agent 1, in order to refine the latter’s
expectation about the unknown dimension. As before, agent 2 reveals to agent 1 if
dimension Xy is low or high, sending the message MZF or M respectively. According to

voting rule . agen rerers to 1mplemen € project wnenever ri; = xy where
ting rule (3.3), agent 1 prefers to impl t the project wh > P wh

T = By [Olm| — By [ Xa| My = M§, o] with k = {L, H}. We have that Z{"" is

ff’“l _ 2(04m) 1+u1a1 _ (2=on)(14m) if M, = MQL
2 2 2
i,lnul _ +p1 +p1 2t —Hil . (39)
i,H,Hl — 2(0+pa) 14y 1-0g — (I4p1)(I+a] 4 ) if M, = MH
' 2 e (@+pm)(1—0y 1) 2T

_L _ _H _ . .
Because z;"" > 1 and z;""" > 71| the bias increases both the cutoff values over

which the leader prefers to implement the project. We let E [HV’U(al, ,ul)} denote the ex

ante expected payoff when the team is vertically structured, agent 1 is the leader and he
has threshold a; and bias p;. As the formula is lengthy, we do not report it.®

3.4.2 Horizontal structure

When the team is horizontally structured both agents express their vote. We analyze the
case of no communication and, then, the other two types of communication (unilateral
and bilateral).

No communication

Under no communication, agent i = 1,2 votes v; = A as long as z; > 74", where 7/ = i
) ’ i i 24115

We let £ {HH N, /,62):| denote the ex ante expected payoff of a horizontally structured
dyad with biased agents. As proved in Appendix A, this payoff is:

E{HH’N(/M M2)] _ paPpe i pe® 4 pn® + 8 pa i+ po® + 84y + 8p + 8
(12 +2)* (1 +2)°

8We report the general formula in Appendix A.
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and only depends on biases p; and ps. Agents express the same vote only in two cases:
when z; > 21" and xo > 22" (they both vote A), or when x; < ;" and xy < xo"?
(they both vote R). As Z!" > Z;, the probability that they vote R increases with respect
to the case of zero bias.

Unilateral communication

Under unilateral communication, we assume that only agent 2 sends a message. As she
does not receive any message, her voting rule does not change with respect to the previous
_ I+4ps

case: she vote vy = A if 29 > 74* = T and vy = R otherwise.

The receiver agent 1, instead, expresses his vote according to message M, exactly
as in the case of vertical structure described in (3.9). We let E[HH’U(OQ, p, ,ug)} denote
the ex ante expected payoff of a horizontally structured team where agent 1 is the only
receiver of the communication. This payoff depends on the threshold of agent 1 (ay), his
bias (1) and the bias of the other member (us).

Bilateral communication

Under bilateral communication, both agents send and receive messages. Each agent ¢
votes depending on the message M; of the teammate j according to the following voting
rule:

gt = BmeldUbm) g ot
wkopi ‘ 2 pi 2+, 1+]u- !

i = FHmi (Atps) (I4a; 1112%- Y) if M. = MH
( - Hi J g

(24pi)(A—a; ")

We let E[HH’B (aq, g, i1, ,uQ)} denote the ex ante expected payoff of a horizontally

structured team under bilateral communication: it depends on both thresholds and both
bias parameters.

3.4.3 Effects of biased expectations

The effect of the bias in agent’s expectations is much more straightforward with respect
to the effect of categorization: a positive bias always decreases the expected profits. In
fact, a positive bias causes the agent to overestimate not only the average value of each
dimension, but also the average value of projects. This leads her to turn down projects
that should have been implemented: she makes more type-I errors. At the same time,
the agent incurs less type-II errors, but the negative effects of the former consequence
overcome the positive effects of the latter. Note that we would have found the same
result even with underconfident agents, i.e. agents that underestimate the market value
of similar projects. In fact, the two cases are symmetric.” Hence, we state the following
proposition:

Proposition 3.3. Ez ante expected profits are decreasing in bias p, independently of
dyad’s setting.

Proof. See Appendix B. H

9The symmetric case of downward-biased expectations is described by the following distribution function
Fi(alu) = (1= a) .
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A decision maker with g = 0 is able to minimize overall errors, and hence inefficiencies.
Our result is consistent with the work of [Hvide, 2002]. In his dynamic framework, he finds
that agents may rationally form overconfident beliefs (called pragmatic) that give them
a higher expected utility with respect to zero level of overconfidence. This is explained
by the fact that the agents take into account what pays rather than what is true: people
tend to forget the failures and remember only the successes. In our model, what pays and
what is true coincide, so agents are better off if they develop beliefs that are as close as
possible to the truth. Hence, this work represents an example of how underconfidence
(and overconfidence) harm decision makers, and dyads in general.

Value of messages. When agents have unbiased expectations (p; = 0 for each i = 1,2),
messages always have positive value: regardless of the dyad’s structure, expected prof-
its under unilateral or bilateral communication are always greater than profits under no
communication. In fact, because o € [0, 1], messages increase the expected profits of
the team because the decision maker(s) has more precise information.'® This is valid for
both vertical and horizontal structures. Under vertical structure, a dyad with unilateral
communication performs better than a dyad with no communication.'! Under horizontal
structure, dyads with bilateral communication are better than dyads with unilateral com-
munication, that, in their turn, are better than dyads with no communication. Stated
differently, we have that

EN"Y (a;)] > B[] (3.10)

and
B[P (a1, 00)] > B[V (0)] > B[] (3.11)

for each oy, ay € [0, 1].

This result profoundly changes if we let agents have biased beliefs. In fact, when
agents have biased beliefs (y; > 0 for each i = 1,2) rankings in (3.10) and (3.11) do not
always hold. It can be useful to interpret messages as suggestions. When the sender of
the message has biased beliefs, she would unconsciously transmit her bias to the receiver,
issuing a biased suggestion. Hence, the expected profits decrease due to two factors: the
bias of the decision maker (the receiver of the message), and the bias of the sender. As
a result, we find the paradoxical situation where communication among members may
harm the team, especially if members’ biases are relatively high. In this case, we say that
messages have negative value.

Proposition 3.4. When agents have biased expectations, messages may have negative
value.

Proof. See Appendix B. O
In Appendix B we find the best possible communication type for vertical and horizontal
dyads for each aj,as € (0,1)* and i, e > 0. We find that, depending on pairs of

thresholds and biases, exchanging messages may harm the team.
Consider, for instance, a vertical dyad. In Figure 3.9 we plot the following inequality

E[N ()] > B[ (0, )] (3.12)

°0nly in the limit case where sender has threshold o; = {0,1} her messages have null value, as they do not
give informational advantage to the receiver.

"Bilateral communication in a vertical dyad represents a case of an increase in the number of messages ex-
changed but no corresponding increase in the expected profits. However, this does not mean that the message
has null value per se. It is the fact that the message is not directed to a decision maker that nullifies its value.
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as function of a; and p;. When this inequality is satisfied (grey area), the message sent
by agent 2 has negative value.

0.8
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FIGURE 3.9: In grey, the area of (a1, p1) under which condition (3.12) is satisfied.

Messages tend to acquire a negative value the larger is p; and the closer is oy to
boundary values. The case of horizontal structure is reported in Appendix B, but the
overall idea is similar: if y; is positive for ¢ = 1, 2, messages may harm the dyad, especially
if team members’ threshold are not central. In the limit case where py = s = 1, there
is no region in ay,ay € (0,1)? under which exchanging any message is beneficial for the
team, regardless of its structure: rankings (3.10) and (3.11) are completely overturned.

If agents are not aware of their bias, they may incorrectly think that having more in-
formation may be beneficial. Hence, they may exchange messages and, more importantly,
they listen to updating their beliefs, even if this would lead the dyad to a substantial
decrease in its expected profits. On the contrary, if agents knew each others’ bias, there
would exists conditions under which they would rationally choose to discard messages.

3.5 Discussion

The key result of this chapter is that the overall difference in expected profits between
dyads that exhibit similar structures (horizontal or vertical) and communication types
(unilateral or bilateral) is driven by two parameters: «; and p;, representing respectively
the categorization ability and the bias in the beliefs of agent ¢« = 1,2. Ez ante, the best
possible expected profits are reached when o; = 0.5 and p; = 0. Any shift from this case
induces a contraction in ex ante expected profits. We now analyze whether there exist
conditions under which a team composed of agents with certain o and p can increase
their expected payoff.

Throughout this work, which is based on comparative statics between similarly struc-
tured dyads, we have assumed that the structure is fixed and exogenous: we have com-
pared dyads without investigating the optimal strategies in terms of, for instance, ap-
pointing the leader or deciding how many team members should send messages. If we let
agents strategically set their structures and choose their own type of communication, the
team could possibly mitigate the inefficiencies.

Suppose agents have zero bias (i.e. u; = s = 0). In this case, they would always end
up choosing a vertical structure and unilateral communication. An example may help
clarify this idea.

Example 3.5.1. Suppose a; = 0.3 and as = 0.6, and agents have to choose the setting
(team structure and communication type) that guarantees the highest ex ante expected
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profits. The strategy of not exchanging messages, regardless of the structure, is dominated
by any other choice. If they choose a vertical structure, agents would better appoint agent
2 as leader and agent 1 as (unique) sender, expecting profits equal to 0.74. If they choose
a horizontal structure, agents would rather bilaterally communicate. In this case, expected
profits are 0.725. JAN

When agents have no bias and the leader is the agents whose «; is closest to 0.5, the
choice of a vertical structure is always the best one.'? This result is consistent with [Bolton
et al., 2013]. In their work, they introduce communication costs and find that in order to
economize these costs it is advantageous to centralize information in the hands of only one
agent and let her be the receiver of all communications: an efficient network minimizes
the communication channels between agents. The result is that pyramidal organizations
are more efficient than nonpyramidal ones, and our work exactly reflects this conclusion.

However, if team members have biased expectations, this unequivocal idea falls. In
fact, as previously noted, the ranking between structures and communication types de-
pends (also) on bias parameters.

We have made no assumptions on agents’ awareness of their bias. If they are not able
to observe it, agents may be tempted to stick to the choice of a vertical structure under
unilateral communication. However, if leader’s bias is high enough, the advantage of a
threshold close to 0.5 could be overcome by the disadvantage of a large bias. On the
contrary, if agents are able to observe their own bias, then the choice of structure and
communication type depends on four known parameters (thresholds a; and «s and biases
py and po). 3

In general, the effects of categorization and bias could potentially be confounded if
one were to look only at the performance of the dyad. In fact, the same expected profits
could be obtained with different combinations of o and . For example, in a vertical dyad

with unilateral communication, E{H‘/’U(al =05, = 0.4)] = E{H‘/’U(al =078, u; =

O)} = 0.67: equal effects but different causes; the former leader has good categorization

ability but a positive bias, whereas the latter has a relatively high threshold but a zero
bias. There is no trade-off between o and p (one parameter cannot compensate the other
one), and moreover the effect of 1 is additive (because expected profits are decreasing in
)
The example of Kickstarter, mentioned in the introduction, may provide some empir-
ical evidence: ceteris paribus, some of the projects were very successful, whereas recently
many projects have declared bankruptcy, “exposing cases where founders’ and companies’
egos have simply overtaken their ability to reason, plan and communicate logically”, as in
[Everard, 2017]. Hence, a possible explanation for this phenomenon could be the presence
of biased beliefs and team members’ inability to communicate efficiently.

The results in this chapter explain differences in expected performance through factors
that are endogenous in management practices. There is a wide literature that has provided
strong evidence of persistent performance differences among seemingly similar or ez ante
identical firms, but the question of what causes these differences is still open, as reported in
[Gibbons and Henderson, 2013]. In their work, authors find that most of these differences
can be related to management practices and managers’ abilities. In our work, we find
that, net of the type of structure and communication of a dyad, the differences between

12Except when a1 = as = 0.5. In this case, agents are indifferent between vertical structure under unilateral
communication and horizontal structure under bilateral communication.

13Net of preferences for being a leader, agents would always be willing to truthfully communicate their bias to
the other team member.
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dyads’ performances are caused by personal characteristics of the decision maker(s). We
have seen that there exist agents with a certain categorization ability and (zero) bias
that, on average, make better decisions than the others. In fact, if these agents have a
prominent role in the decision making process, the whole dyad would benefit: decision
makers’ abilities represent the main drivers of dyads’ performance. Linking this work to
[Gibbons and Henderson, 2013], we find that these factors may contribute in the overall
definition of a decision maker’s ability and, hence, must be taken into account when
addressing the question of the sources of persistent performance differences. In fact, as
we have presented them, categories are fixed in the short run and, generally, difficult to
shift along time. This may be an explanation why these performance differences tend to
endure in the long run.

3.5.1 Truthful agents

In this work we have assumed that messages exchanged by team members are truthful,
or, in other words, that the message coincides with the category of agent i’s partition to
which the true value z; belongs to. Moreover, this is common knowledge.

Even if the idea that team members communicate truthfully seems reasonable, there
exist conditions under which they would find it optimal to send untruthful messages.
Consider the following example of a vertical dyad under unilateral communication: agent
1 is the sender and agent 2 is the leader with threshold oy = 0.1. Suppose that agent 1
observes x1 = 0.1 4+ ¢, with € > 0. He has two choices: being truthful and send the high
message MY, or lie and send the low message ML. If agent 1 sends the truthful message,
agent 2’s decision will be wrong whenever 7& = 0.45 < x5 < 0.9, because she will accept
and unsuccessful project. However, if agent 1 sends the untruthful message, agent 2’s
decision will be wrong whenever 0.9 < z, < Z% = 0.95, because she will reject a successful
project. As the latter situation is better than the former, agent 1 has incentives to lie.

As the focus of this work is on the effects of categorization and biased beliefs and not
on the strategic component of messages, we rule out the possibility that agents may lie
imposing a strategyproof mechanism that makes truthtelling rational. As noted above,
after the game ends all ambiguities are solved, and agents can observe both dimensions’
value. This makes messages verifiable: if one agents lies, the other one will know as soon
as the game ends. Thus, we imagine a sufficiently large cost born by the agents that sends
untruthful messages.

3.6 Conclusions

This chapter studies the impact of categorical thinking and biased beliefs on the expected
profits of organized dyads. As widely recognized in cognitive science and economics,
agents perceive the information they get from the environment depending on their cogni-
tive limitations. These restraints compel agents to categorize information. In our model,
categorical thinking implies categorical communication among team members: agents
cannot precisely communicate pieces of information, and they can only send coarse mes-
sages. We assume binary categorization and we find two results. The first is that a binary
categorization is detrimental with respect to a perfect categorization: incomplete infor-
mation yield agents commit errors when it is time to take production decisions.'* The
second is that, among binary categorizers, team members that better help teams are the

14This result may be generally extended to any coarse categorization.
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ones who categorize information in two intervals of equal length: these types of agents
minimize the probability to make erroneous decisions.

Then, we investigate the effect of team members’ biased expectations on team per-
formance. The literature offers a wide variety of approaches and results. In our model,
this bias impacts on the agent’s ability to make decisions that match the true state: in
particular, it leads them to underestimate the value of the project with respect to the
average value of similar projects in the market. The consequence is that agents would be
cautious and reject more projects than it would be optimal to do. Hence, we find that
any positive bias is always detrimental to the dyad’s expected payoff. We also find that,
when team members have positive bias, communication may be disadvantageous: we find
conditions under which the less the messages exchanged, the higher the expected profits.

Finally, we find actions that agents can do to (possibly) increase dyad’s expected prof-
its, such as set the dyad in a vertical structure and appoint as leader the team member
with best categorization ability and low bias. However, such actions could be counterpro-
ductive if agents have positive bias and they are not aware of it.

This work may be important for empirical analysis where decision makers’ abilities,
if not adequately measured, can cause an omitted-variable bias. Our results suggest that
there exist factors that contribute to establish the social capital of an agent that may be
hard to measure of observe. For instance, [Bloom et al., 2012] use trust the proxy social
capital and measure its effects on organization and, consequently, on productivity of a
firm. Our work suggests that there may exist similar factors that might be relevant in the
interpretation of firms’ performance, and should be taken into account when measuring
it.

Some limiting assumptions imposed along the chapter suggest that this work can be
extended in several directions. To begin with, the first natural extension would be to
include the possibility of a strategic communication, and let agents send the message
they prefer without fearing subsequent punishments. Secondly, we think that augmenting
(proportionally) the number of agents and dimensions can increment the robustness of
the model and the results. Thirdly (and consistently with the other chapters), our results
hinge on the simplifying assumption that the state space is fully ordered, and categories
are convex intervals: we believe that relaxing this assumption would add significance to
the results. Another important step may be that of allowing for non-uniform distribution
of the dimensions: for instance, it would be interesting to use a beta distribution (that
is, a generalization of the uniform case). Analyzing non-symmetric distributions may
help understanding to which moment of the distribution the optimal threshold coincides.
Lastly, we believe it would be interesting to open the model to a dynamic setting, and
study how agents may learn to adjust their categorizations and bias, for instance including
positive learning costs: we expect to find a trade-off between the benefit of increasing
expected profits and the disadvantage of incurring learning costs.
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Appendix A

Vertical structure and no communication. We have that

EMYN] =Pr(0 <1 <) -y +Pr(#) <21 <1)-7 =

_1
2
where
=Pr(0<1l0<z1 <Z1) m(0=R|§<1)+Pr(0 >10< 21 <Z1)-w(o=R|f > 1) =
1—x
= / / 1 dzdx - (+1) + / / 1 dzdz - (-1)
1—x
=Pr(@>1z1 <z <1) - 7(0=A4]>1)+Pr@ <1z <z <1)-w(v=A4|0<1) =
1—z
—2// 1 dzdx - (+1) —|—2// 1 dzdz - (—1)
1—z
and:h:%.

Vertical structure and unilateral communication. Assume without loss of generality that
agent 1 is the leader and the receiver of the message.

E[MY"Y(a1)] =Pr(0 <21 < ") - Pr(as <22 < 1)y +Pr(z{’ <z1 < 1) Pr(ag <32 < 1) 7o+
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and
2—«
L 1
x1772
l1—«
-H _ 1

Horizontal structure and no communication. The expected profits of project included in
regions where agents propose different votes have null expected value. Hence, we only consider the
regions of projects where agents express the same vote.

E[MPN] =Pr(0 <zy <) -Pr(0 <2y < 2p) - m(v = R|f < 1)+
+Pr(z1 <z <1)-Pr(za<za<l)-m(v=A10 >1) =

// 1 dzdz - (+1) + //1dzdx 1)

2

where 1 = Ty = %

Horizontal structure and unilateral communication. The only regions of project where
agents express the same vote are the one denoted by a red number in the following figure (agent 7 is the
receiver). Expected profits are expressed by the probabilty that a project belongs to a certain region,
multiplied by expected profit of that specific region. Hence we have

X, 1 <
RAL. 1
a1 \\
) . RA_ 2
:EQ : N
3 “AR
0z X 1

E[MMY(a)] =Pr(z{’ <1 < 1) Pr(og <z <1)-m+
+Pr(zf < xp < 1)-Pr(Ze < 32 < ay) - o+
+Pr(0 <z <zF) - Pr(0 < 2o < ) -3 =

1 2
=5 (1+a o)
where

=Pr(@> 1zl <2 <l,a; <zy <1)-7(v=Alf > 1)+
+Pr(f <1zl <z <10y <mp<1)-7(v=Al0 < 1)

Yo =Pr(0 > 1|zF <2y < 1,23 <29 < 1) -7(0 = Alf > 1)+
+Pr(0 < 1|zt <z < 1,25 < a9 < ay)-7w(v = Alf < 1)

v3 =Pr(0 > 10 <z <zZF 0 <2y < Z) -7w(0=R|O > 1)+
+Pr(0 <10 <z < 21,0 < a9 < 7o) -7(0 = R < 1)
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and
_ 2—oq
# =22
_ 1—a
w =1
_ 1
To = 5

Horizontal structure and bilateral communication. As before, the regions denoted by a red
number are the ones where agents express the same vote.

1k
Xo IRal1
T2 [~ 3

Hence we have

E[M"P (a1, a0)] = Pr(zff <z < an) Pr(zf <wza < 1) v +Pr(0 <21 <zf) - Pr(ay < 22 < Z5) 72+
+Prlag <z <1)-Prlag <2 <1) - y3+Pr(0<z; <) -Pr(0 <z <ay) vt
+Pr(zl < 2y <1) - Pr(@l <2y < oq) 95 + Pr(as < a1 < Z5) - Pr(0 < 2o < 28) - 76

where

11 =Pr(0> 1|z <2 <ag,zh <xy<1)-7w(v=A40 > 1)+
+Pr(f < 1zl <21 <ag,a; < a9 <L) -7(v=Al0 < 1)

Yo =Pr(0 > 1|0 <z <z 0y < a9 <ZL)-7w(0 = RO > 1)+
+Pr(@ <10 <z <z 0y <a9 <1)-7(v=R|f < 1)

Y3 =Pr(f > 1l|lag <z1 <l,a; <zp <1)-m(v=A4|0 > 1)+
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and
jf:2;al
a_c{{: 1—2a1
35522—2042
9251: 1—2a2

Biased expectations. The only difference with the above is in the change of the limit value over
which agents decide to vote A. In fact, it is possible to compute expected profits of biased agents just
using

£#1:1+I‘L1
24,
She _ 14+ po
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gt _ (L) (Lt altm - 20, "")
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instead of 71, Zo, ¥, !, L, and zI respectively.
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Appendix B

Proposition 3.1. Categorization decreases the expected payoff of the dyad.

Proof. This proof is trivial. When agent has perfect categorization over the unknown dimension, the
expected profits of the team are 1, the largest possible value. In fact, in this case team members can
reciprocally exchange precise messages (i.e. messages that coincide with the privately observed value)
and they would be able to perfectly understand them. When we let agents have an imperfect ability to
discriminate the unknown dimension (i.e. we let agents have a finite number of categories) we introduce
the possibility that they make type-I and type-II errors. These errors are absent when agents have perfect
categorization (or, for a vertical team, when the leader has perfect categorization). In fact, as long as
#C = 2, threshold « is unique and expected profits are always lower than 1 (regardless of team structure
and communication type). O

Proposition 3.2. Regardless of their structure, dyads where agents communicate (unilaterally or bilat-
erally) tend to earn higher ex ante expected payoffs when agents’ thresholds are closer to 0.5.

Proof. For a vertical team where agent i = 1,2 is the leader, we have that

1
E[HV’U(O@')} = 5 + o; — Ol?
This is an inverted U-shaped parabola with vertex in a;; = 0.5. Hence, expected profits are maximum
(and equal to 0.75) when a; = 0.5.
For a horizontal team where only agent 7 receives messages, we have that

E[M7Y ()] = %(1 Ty — ag)

Again, this in another inverted U-shaped parabola with vertex in a; = 0.5. When a; = 0.5, expected
profits are 0.625 (half-way between no communication and unilateral communication under vertical stuc-
ture).

For a horizontal team where both agents send (and hence receive) messages, we have that expected
profits are

1
E[HH’B(al,ag)] = 5(1 — 04% 4+ o — 04% +a2>

This function represents a paraboloid with vertex in (c; = 0.5, @s = 0.5). When (a3 = 0.5, 2 = 0.5),
expected profits are 0.75. O

Proposition 3.3. Ex ante expected profits are decreasing in bias u, independently of dyad’s setting.

Proof. We start from vertical structure under no communication (agent 7 is the leader), where E [HV’N (,ul)]
2(14p1i)

GESTAEE The derivative

OB [N ()] 24t

Opi (2+p)?
is positive only if y; € (—2,0). As we assume p; € [0,1] for each i = 1,2, then E[IIV"Y (u;)] is decreasing
in ;.

For the unilateral communication case, the function E [HV’U(ai, ul)] is much more complicated, and
so it is the computation of the derivative with respect to p;. Hence, we prove the statement using different
graphs. We plot (in black) the function for different values of u; = [0.1,0.2,0.3, ..., 1] and compare it with
the case when p; = 0 (in grey). The result is plotted in Figure 3.10.

For the case of horizontal dyad, we assume, without loss of generality, that uy = po = p. This
assumption is without loss of generality because both E[X|ui] = % and E[X|us] = ;iﬁj linearly
increase in pp and po respectively. Thus, we can better delineate and present the proofs, keeping in mind
that results hold also for the case py # po.
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FIGURE 3.10: E[V'V (ay;, )] for p; = [0.1,0.2,0.3, ..., 1].

Under no communication, the profit function is

_ 1o 4 g po® 4 pa® + 8 o iy 4 pio® + 8 iy + 8 g + 8

H,N
EI (u1,u2)] (24 p2)? (24 )’

and, if pu; = po = p, it becomes
2(1+4p)

2+ p)?
resembling the case of vertical structure and no communication.

Under unilateral communication, the profit function £ [HH Yoy, p, ug)] is too long to be reported.
Hence, we let p1 = po = p and, similarly to the previous case, we plot the function for different values of
©=10.1,0.2,0.3, ..., 1], and compare it with the case px = 0. The graphs are presented in Figure 3.11.

BN ()] =

1 1 1 1

FIcure 3.11: E[II*:Y(ay, p)] for p=1[0.1,0.2,0.3, ..., 1].
Under bilateral communication, as before we assume p1 = ps = p and we plot the three-dimensional
functions of F [HH Blay, ag, 1, ug)] for different values of . The graphs are presented in Figure 3.12.
O

Proposition 3.4. When agents have biased expectations, messages may have negative value.

Proof. We first prove that, under unbiased expectations, messages always have positive value. We com-
pare expected profits of dyads with different types of commmunication, given their structure.
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In vertical dyads, unilateral communication is always better than no communication. In fact,
E[IIVY ()] > E[ITVN], ie.
9 1
B + o, —ap > B
is satisfied for each a; € (0, 1).
In horizontal dyads, unilateral communication is always better than no communication. In fact,
E["Y(a;)] > E[IIN] ie.

N =

1
5(1—1—0@—0@2) >

is satisfied for each a; € (0,1).
Moreover, bilateral communication is always better than unilateral. In fact, E[HH’B(Oll,OLQ)] >
E[I*Y(ay)]:

1 1
5(1+a1—a3+a2—a§)>§(1+a1—a%)

for each oy, a9 € (0,1).
Now, we prove that the relation E[HVvU(ai, Mz)] > E[HVvN(ui)] is not satisfied for all y; € (0,1). In
Figure 3.13, we plot the following inequality

E[HV’N(M)] - E[HV’U(%‘,/M)] >0

in the square (0,1)? as function of a; and u; (the same graph is presented also in the main text).

1
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*y

04

0 02 04 0.6 08 1

o,

FIGURE 3.13: Area of (aq, pt1) under which communication has negative value for
vertical dyads.
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We now analyze horizontal structures. Again, without loss of generality we assume p; = po = u. We

first prove that E[IIU (ay, pr, po)] > E[IIFN (u1, po)] is not satisfied for all 42 € (0,1). Hence, we plot
condition

BTN (g, po)] — [TV (e, i1, p2)] >0
in the Figure 3.14 (the graph has the same pattern of the previous one).
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FIGURE 3.14: Area of (aq, 1) under which communication has negative value for
horizontal dyads.

Then, we prove also that E[II*-5 (ay, ag, i1, p2)| > E[IFY (aq, pa, p2)] is not satisfied for all p; €
(0,1). We assume p = puo = p, and we plot the following inequality

B[ (an, pn, )] = B[P (0, 02, 1, p12)] > 0

as function of a; and as for different values of p proving that, as p increases, unilateral communication
tends to be more beneficial than bilateral. The result is presented in Figure 3.15.

T e

R b
FIGURE 3.15: Area of (a1, az), for p = [0.1,0.2,0.3, ..., 1] under which unilateral
communication (blue) is better than bilateral (red) for horizontal dyads.

Finally, we present a systematic overview of which communication type is the best one as function
of a; and ag for gy = pe = pand p = [0.1,0.2,0.3,...,1]. In green, we plot E[HH’N(ul,ug)}, in blue
E[HH’U(al, 141, pg)], and in red E[HH’B(Oél, Qg 41, pg)}. We see that, when the bias is high enough and
a1 and as are peripheral enough, dyads are better off if team members do not exchange any message.
The result is presented in Figure 3.16.

O



104 Chapter 3.

o b o po
D5y ; M)M‘”’"‘ @y . ’Mwwgm

o Dony g P R

s s s s

0% 099 0% 09 0% 09 LR D99 Xy 09
POV e s 09 PO o 09 DO e 090" PO e 00 RSt

FI1GURE 3.16: Comparison between different types of communication for horizontal
dyads, for 4 =1[0.1,0.2,0.3, ..., 1]: bilateral (red), unilateral (blue), and no commu-
nication (green)
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