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Chapter 1

Introduction

1.1 Motivation

Within the wide set of timescales characterizing the climate variability spectrum, the
interannual-to-decadal range bears the distinctive feature of being influenced by both nat-
ural and anthropogenic factors (Solomon et al., 2011). This is supported by an extensive
list of observed examples of sustained (decadal-scale) climate variations with significant
impacts on society, including changes in Atlantic hurricane activity (Latif and Keenlyside,
2011), temperature (see, e.g., Raible (2007)), precipitation (see, e.g., Hawcroft et al. 2012;
Pfahl and Wernli 2012) and drought risk (Paredes et al., 2006). The ability of climate
models to provide accurate climate forecasts over this specific range has been assessed
in several studies. Earliest experiments based on realistically initialized climate models
(Smith et al., 2007; Keenlyside et al., 2008; Pohlmann et al., 2009) paved the way to co-
ordinated near-term (years to a few decades) prediction experiments performed as part
of the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. (2012),
Doblas-Reyes et al., 2013; Bellucci et al., 2014). These studies mainly focus on the role of
ocean initialization, with a common result that there is some skill in decadal predictions,
although differing over parameters, forecast times and region. In Hurrell et al.,(2009)
is highlighted the strong dependency of near-term predictions on the dynamical model
(Kim et al., 2012), the initialization strategy, and the reanalysis used to constrain the
initial state of the model with a realistic representation of the climatic system. Several
studies (Solomon et al., 2011; van Oldenborgh et al., 2012) indicate that a large part of
predictive skill on multiannual to decadal timescales is associated with changes in the
external forcing (anthropogenic greenhouse gases, aerosols, solar irradiance, and volcanic
eruptions). Thus the decadal prediction is a joint initial-boundary value problem. For
this reason the impact of initialization on predictive skill has to be critically examined
comparing initialized simulations against uninitialised climate projections.
While the role of the ocean on decadal predictability has been extensively inspected
(Meehl et al, 2009, 2013), so far little attention has been paid to the role played by other
components of the climate system. This is partly motivated by the fact that the inherent
timescale of atmospheric processes is generally considered to be too short to aid climate
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CHAPTER 1. INTRODUCTION 2

prediction on seasonal to decadal timescales (e.g., Smith et al., 2012). However an ex-
ception of this general role is the memory of the tropical stratosphere (Scott and Haynes,
1998), exhibiting an interannual fluctuation of the zonal wind, a phenomenon known as
Quasi-Biennial Oscillation (QBO)(Baldwin et al., 2001). Currently, only a few models
attempt to fully represent stratospheric processes in the experimental frame of decadal
predictions. Using high-top configurations of coupled ocean-atmosphere climate models
with a well resolved stratosphere that have an internally generated QBO, Pohlmann et al.
(2013) and Scaife et al. (2014) analysed seasonal and decadal forecasts to quantify the
prediction skill associated with the QBO. They found some QBO predictability at the
4-year range but a weak QBO influence on the surface climate and predictability thereof.
A connection between the QBO and the extra-tropical northern stratosphere, known
as the Holton-Tan relationship (HTR) (Holton and Tan, 1980) relates the changes in
the polar vortex strength and temperature to the QBO phase. Significant interannual
stratospheric variability in the high latitudes of the northern hemisphere is also found
and attributed to internal atmospheric variability, in relation to sudden stratospheric
warming events in the extra-tropics (SSW; Butchart et al. 2000). The SSWs are defined
when the polar vortex reverses its westerly zonal direction and turns to easterly (Charlton
and Polvani, 2007b). SSWs are also relevant for their potential impact on the underly-
ing troposphere, through stratosphere-troposphere coupling mechanisms (Baldwin and
Dunkerton, 2001; Ambaum and Hoskins, 2002). Indications of a possible stratosphere-
ocean connection occurring at inter-decadal timescales, through downward propagation
of stratospheric circulation anomalies are also found (Reichler et al., 2012; Manzini et al.,
2012). These multiple evidences of low-frequency variability in the climate system asso-
ciated with stratospheric dynamics, suggest that the inclusion of a well-resolved strato-
sphere might be beneficial for improving the overall predictive ability of current climate
models. An overview of the processes relevant for the decadal scale variability and pre-
dictability occurring in the stratosphere is provided in the following section.

1.2 Mechanisms of decadal variability

1.2.1 Sudden stratospheric warming

During winter in the northern polar stratosphere, variations in the strength of the vor-
tex correspond to extreme ’polar vortex events’ (Baldwin and Dunkerton, 2001) known
as stratospheric sudden warming (Scherhag, 1952). SSW events occur when the winter
stratospheric westerly wind reverses to easterly, causing a rapid rise in stratospheric tem-
peratures over extreme northern latitudes (Matsuno, 1971; Andrews et al., 1987). Several
studies have shown the downward propagation of SSW anomalies from the stratosphere
to the troposphere (Baldwin and Dunkerton, 2001; Kodera and Koide, 1997, 1999). The
anomaly originated in the upper stratosphere propagates downwards in the lower strato-
sphere where it is correlated with anomalies developing at the surface. Schimanke et al.
(2011) found that a downward propagation of the stratospheric disturbance is significant
on the troposphere before and after the occurrence of an extreme stratospheric event.
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A downward atmosphere to ocean coupling could also exist, for example a link between
low-frequency variations in the stratosphere and the Atlantic thermoaline circulation is
studied by Reichler et al. (2012). Furthermore, Manzini et al. (2012) have documented
the existence of inter-decadal variability in the stratosphere propagating to the ocean in
the Northern Hemisphere winter in a CMIP5 pre-industrial simulation performed with
the CMCC-CMS model. They suggest also that the northern stratospheric polar vortex
anomalies propagate downward, related with the changes in the frequency of SSW events
occurrence and driven by internal dynamical processes of the atmosphere-ocean system.
This implies that intra-seasonal variations processes (Baldwin and Dunkerton, 2001) are
also responsible for stratosphere-troposphere coupling at inter-decadal time scales. This
leads to the hypothesis that in some cases stratospheric anomalies associated with SSW
events, precursors of anomalies at the surface, could produce benefit for extended-range
weather forecasts (Thompson et al., 2002; Baldwin et al., 2003). Thompson et al. (2002)
and Scaife et al. (2008) discussed the potential predictability for NH extreme cold events
observing the impact of the stratospheric circulation during pronounced SSW episodes
in wintertime.

Figure 1.1: Schematic diagram outlining the mechanism behind decadal variability of
SSW, as decribed in Schimanke et al. (2011) (Based on the works by Reichler et al.
(2007) and Cohen et al. (2007)). For more detail see text.

Decadal variability is found in the extra-tropical northern hemispheric stratosphere
(Butchart et al., 2000), attributed to the internal atmospheric variability and connected
with a change in the frequency of sudden stratospheric warmings (SSWs), as external
variability factors. Several other studies (Schimanke et al., 2011; Manzini et al., 2012)
showed a significant multi-decadal variability in the frequency of extreme stratospheric
events, evidence that both internal stratospheric climate variability and external strato-
spheric climate forcing can be important drivers of tropospheric climate (Reichler et al.,
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2012; Manzini et al., 2012). In Figure 1.1 Schimanke et al. (2011) shows a mechanism for
the multi-decadal variability in the number of SSWs, as an extension of the conceptual
models of Reichler et al. (2007) and Cohen et al. (2007). They found significant coherence
between the SSW frequency and parameters of the troposphere-surface system, such as
snow cover anomalies that propagate upward from the troposphere to the stratosphere,
decelerating the polar vortex (through wave dissipation and breaking). This stratospheric
anomaly propagates downward causing a tropospheric response. In this way anomalies
persist over an extended period and result in a multi-decadal variability of SSWs.

1.2.2 QBO and Holton-Tan relationship

A large inter-annual variability exists in the strength of the Northern stratospheric polar
vortex in the extra-tropics. Variations of the polar vortex are influenced by external fac-
tors and by internal atmospheric dynamics (Charney and . Drazin, 1961; Matsuno, 1970;
Plumb, 1985; Andrews et al., 1987). While the mechanisms of internal variability are not
yet completely understood, a possible natural external factor of influence on the polar
vortex variability include the quasi-biennial-oscillation (Baldwin et al., 2001) in equato-
rial zonal wind. The QBO is an east-west oscillation in stratospheric winds characterized
by an irregular period averaging 28 months downward propagating, dominating the vari-
ability of the equatorial stratosphere. The QBO signature in zonal mean zonal wind in
the tropical stratosphere has been widely analysed using different data sets (Angell and
Korshover, 1962; Hamilton, 1984; Dunkerton and Delisi, 1985; Naujokat, 1986; Ortland
et al., 1996).
Both modeling-based studies (Hampson and Haynes, 2006; Pascoe and Gray, 2006; Naito
and Yoden, 2006; Kinnersley and Tung, 1999, 2010; Calvo et al., 2007; O’Sullivan and
Young, 1992; Niwano and Takahashi, 1998) and reanalysis-based studies (Hu and Tung,
2002; Hitchman, 2002; Ruzmaikin et al., 2005; Garfinkel and Hartmann, 2007) have
shown a robust effect of the QBO in the polar stratosphere.
The influence of the QBO on the extra-tropical northern stratosphere can be illustrated
by the Holton-Tan relationship (HTR) (Holton and Tan, 1980). More specifically, Holton
and Tan (1980) and numerous studies afterwards found that the northern stratospheric
winter polar vortex is stronger (weaker) and colder (warmer) when the QBO measured
at 50 hPa is westerly (easterly).
The HTR has been reproduced in simple models (Gray and Pyle, 1989; O’Sullivan and
Salby, 1990; O’Sullivan and Young, 1992; Naito and Yoden, 2006), in atmospheric general
circulation models with an imposed QBO and with a spontaneous QBO (Balachandran,
1995; Hamilton, 1998; Garfinkel et al., 2012; Anstey et al., 2010; Calvo et al., 2007), and
in Chemistry Climate Models with an imposed QBO (Yamashita et al., 2011) and spon-
taneous QBO (Kinnersley and Tung, 2010). Therefore, the HTR is a robust feature, that
is insensitive to the choice of the model and the representation of the QBO itself. Very re-
cent studies on the CMIP5 coupled atmosphere-ocean models have also found that models
with prescribed or spontaneously generated QBOs, showing realistic bimodal behaviour
of the QBO and with a realistic strength of the variability of the vortex, report an HTR
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that is generally weaker than in the reanalysis but with the right sign (Bo Christiansen,
personal communication). Holton and Tan (1980) were the first to formulate a dynamical
mechanism, suggesting that the QBO modulates the location of the sub-tropical critical
wind line, thereby affecting the propagation of planetary waves into the stratosphere from
the troposphere. Stationary planetary waves cannot propagate through easterly winds,
their presence is therefore more confined in the NH middle to high latitudes when the
equatorial winds are easterly, therefore leading to larger wave activity in these regions
during the QBO easterly phase than in the westerly phase condition. Thus the polar
vortex is more disturbed during the QBO easterly phase. Numerous studies have looked
at the Eliassen-Palm (EP) fluxes, a measure of the direction and magnitude of planetary
wave propagation (Andrews et al., 1987), and found that the extra tropical stratosphere
EP flux is larger during QBO-E for November-January and less in March, also explaining
the seasonality in the response. However, Kinnersley and Tung (2010) and Yamashita
et al. (2011) found in observations and in a set of simulations performed with a chem-
istry climate model that EP flux in the lower stratosphere is directed more equator ward
during QBO-E than QBO-W. Their explanation of the HTR implies a role for upper
stratospheric winds; variations in the EP fluxes are associated with variations in the
meridional circulation, therefore leading to adiabatic heating at 30N, strengthening the
vortex during QBO-W by increasing the Equator to pole temperature gradient through
the thermal wind relationship. There are also observational and modeling evidence for a
role of the upper stratospheric winds and wind shear on the HTR mechanism, and this
could be important for understanding the observed modulation of the HTR by the 11-yr
solar cycle (Karin, 2005; Camp and Tung, 2007). To summarize, there is a consensus
that winds at the Equator influence the polar vortex through a modulation of the NH
planetary wave flux, however a debate still exists on the role of equatorial upper strato-
spheric winds and the QBO-associated meridional circulation. However we have to bear
in mind that the response to planetary wave forcing is likely to be non linear, and this
means that observations and different models cannot be easily compared, because if for
example a model may be able to correctly simulate the equatorial wind influence on the
propagation to planetary waves, it may predict an incorrect strength of HTR due to a
bias in the climatological wave forcing or to a bias in the climatology of the vortex itself.
The role of the non linear interaction between QBO and El Niño/Southern Oscillation
(ENSO)(McPhaden and Co-authors, 1998; Wang and Picaut, 2004) on the polar vortex
will be briefly discussed when comparing results between the MPI and CMCC models
(see Chapter 4).
The interest for possible connections between the QBO and the extra-tropical troposphere
is not only determined by the dynamics that may connect these regions but also the po-
tential role that such relation might have on climate predictability (Boer and Hamilton,
2008). Seasonal forecasting is difficult in the extra-tropics since the predictable signal
is small compared to unpredictable natural variability noise (see Barnston et al., 1999;
Goddard et al., 2001). Boer and Hamilton (2008) state that although the additional
skill is modest, the result supports the contention that taking account of the QBO could
improve extra-tropical seasonal forecasting skill. Using seasonal forecasts Marshall and



CHAPTER 1. INTRODUCTION 6

Scaife (2009) suggested that realistic simulation of the QBO in an atmospheric GCM
should improve multiannual forecasting of European surface winter up to several years
due to the multi-annual predictability of the QBO. However in the more recent study
of Scaife et al. (2014) although the QBO presents a good degree of predictability up to
three years in a group of state-of-the-art coupled atmosphere-ocean models that are used
for performing decadal predictions, its signal to the winter surface is small.

1.3 Objectives and Methodology

The aim of this study is to examine the decadal variability and predictability of the
climate system, associated with processes occurring in the stratosphere. We base our
analysis on a set of near-term predictions performed with state-of-the-art stratosphere-
resolving climate models, initialized with an estimated state of the ocean and atmo-
sphere. In order to fully establish the impact of realistic model initialization, results
from decadal integrations are contrasted against a twin set of historical, non-initialized,
climate projections covering the same time period. The set of hindcasts used are based
on the CMCC-CMS and MPI-ESM-MR coupled models. These two systems differ in
the adopted initialization procedure, with the CMCC-CMS model being initialized in
the ocean only, while MPI-ESM-MR model is initialized in both atmosphere and ocean.
The different initialization of the model components makes it possible an analysis of the
individual effects associated with atmosphere and ocean. Understanding the role played
by the stratosphere on decadal scale climate predictability is a topic which has received
relatively little attention, so far. Here, the decadal predictability associated with the
occurrence of SSWs in the extra-tropical stratosphere, and a possible role of QBO on
extra-tropical predictability will be examined through the novel approach represented by
decadal predictions.
Details on the decadal prediction experimental framework are provided in the following
section.

1.3.1 Decadal predictions framework

The near-term decadal predictions are a very new attempt to fill the gap between in-
traseasonal to interannual time scales and century-long climate projections (Pohlmann
et al. 2009; Meehl et al., 2009; 2013). These new type of integrations are initialised
with an estimate of the observed system and carried forward for about 10-30 years. The
decadal predictions are performed in retrospective (hindcast), referred to initialized pre-
dictions of past cases, and forecast mode. The CMIP5 protocol recommended a minimum
of 3 ensemble members for 10 year hindcasts initialized from observed climate states near
the years 1960 to 2005 every 5 year. The benefit of this technique is to reduce the unpre-
dictable noise and the observational uncertainty through initialization (Goddard et al.,
2012). The decadal prediction experiments intend to reproduce natural low-frequency
climate variability as well as climate change through external forcing (Goddard et al.,
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2012; Smith et al., 2012). The state of initialization should therefore well represent the
climate state at the start date (Pohlmann et al., 2009). Depending on the initialization
strategy (full field or anomaly initialization) a bias might emerge, when the equilibrium
state of the model does not coincides perfectly with the real climate state (Meehl et al.,
2013). The full field initialization implies that the initial model state is replaced by con-
straining model values close to observed state. After initialization the model drifts from
the initial state to the models preferred equilibrium state (Meehl et al., 2009; Goddard
et al., 2012). In the anomaly initialization the observed anomalies are added to the model
climatology (Meehl et al., 2009; Goddard et al., 2012) and the use of this scheme avoids
the main problems with drift in the climate predictions (Pohlmann et al., 2009).
The ensemble members are taken from one model or from multiple models to form a
multi-model ensemble. An ensemble of initial conditions is typically generated in order
to investigate the climate sensitivity to the small perturbations in the initial state (Du
et al., 2012). Different methodologies or variations on those methods for perturbation
may be utilized to generate ensemble, by resulting from different philosophical approaches
to the ensemble generation problem (Meehl et al., 2013).
The verification of hindcasts is essential for predictions to improve errors in initializa-
tion strategies, model initialization of natural variability and model responses to external
forcing. The principle of forecasting is always associated with a given forecasting "lead
time", the latter indicating the time interval between the start date and the future time
at which the value must be evaluated. Measures of the success of a prediction quality
(also referred to as predictive skill) of the hindcasts is evaluated for different averaging
periods at different forecast times. These can illustrate the quality of the information
throughout the period of the hindcast and the skill dependence on averaging and lead
time. Additional details on the decadal predictions are explained in chapters 2 and 3.



Chapter 2

Model description and experimental

set-up

In this chapter we provide a description of the high-top CMCC-CMS and MPI-ESM-MR
climate models used in this work, and the details of the decadal prediction experiments.
Decadal integrations are performed following the CMIP5 protocol for near-term predic-
tions (Taylor et al., 2012), as part of the Intergovernmental Panel on Climate Change
(IPCC) Fifth Assessment Report (AR5).

2.1 Models description

2.1.1 The CMCC-CMS General Circulation Model

The CMCC-CMS model is a stratosphere-resolving coupled ocean-atmosphere model,
developed at the Euro-Mediterranean Center on Climate Change (CMCC-CMS)(Manzini
et al., 2006; Giorgetta et al., 2006; Cagnazzo et al., 2007). The atmospheric component is
ECHAM5 (Roeckner et al., 2003) with a well-resolved stratosphere; it has a high vertical
resolution (95 levels) and a horizontal resolution of T63 (about 1.9 x 1.9 deg). The
model internally reproduces the QBO in the equatorial stratosphere (Giorgetta et al.,
2006). The incorporation of the resolved stratospheric component implies the use of
the middle atmosphere version (Manzini et al., 2006) of the atmospheric model in the
coupled system. The middle atmosphere version has its top at 80 km (0.01 hPa) and
includes the parametrization of momentum conserving orographic and non-orographic
gravity wave drag (Hines, 1997). The ocean component is the OPA8.2 model (Madec
et al., 1998) in the ORCA2 global configuration, solving primitive equations on a tripolar
horizontal grid, with 2 poles in the Northern Hemisphere. The resolution is 2°x 2°L31
with a meridional refinement near the Equator approaching a minimum 0.5°grid spacing.
The ocean model does also include the Louvain-La-Neuve (LIM) model for the dynamics
and thermodynamics of sea-ice (Fichefet and Morales-Maqueda, 1999). Atmosphere and
ocean are coupled by OASIS3 coupler (Valcke, 2006) and the coupling methodology and
implementation is described in (Fogli et al., 2009).

8
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2.1.2 The MPI-ESM-MR Earth System Model

The MPI-ESM-MR model is a stratosphere-resolving Earth-system model developed at
the Max Planck Institute Earth System Model in the mixed resolution MPI-ESM-MR.
The atmosphere model is ECHAM6 atmospheric GCM (Stevens et al., 2013) the succes-
sor of ECHAM5 (Roeckner et al., 2003, 2006). The most significant differences between
ECHAM5 and ECHAM6 (T63) concern the radiation schemes, the computation of sur-
face albedo, and the triggering condition for convection. The vertical resolution of 95
levels (L95) allows the generation of a quasi-biennial oscillation (QBO) in the equatorial
stratosphere. Details on the features of the QBO generated in the ECHAM6 GCM can
be found in Krismer et al. (2013). The ocean component is the Max Planck Institute
Ocean Model (MPIOM; Jungclaus et al., 2006; 2013) with horizontal grid spacing of the
ocean from nominally 1.5°to 0.4°. This ocean grid is a tripolar quasi-isotropic grid with
two northern poles in Siberia and Canada and the third pole at the South Pole. The
ocean biogeochemistry is represented by the HAMOCC model (Ilyina et al., 2013), while
JSBACH (Raddatz et al., 2007) was used as the land surface component. The vegetation
cover as well as land-surface albedo are evaluated in Brovkin et al. (2013). The different
components of the model are coupled via the OASIS3 (Valcke, 2006).

2.2 Experimental setting

2.2.1 CMCC-CMS experiments

A set of decadal prediction experiments are performed for the 1960-2005 period. No
volcanic aerosols effect is included in the model forcing. The decadal predictions consist
of 3-member ensembles of 10-year simulations starting in January 1961 at 5-year intervals
(Fig. 2.1). Model initialization is done via a full-value procedure (Pierce et al., 2004;
Smith et al., 2013) from three different ocean reanalysis and applied to the ocean state
only, the sea-ice is initialized through a model climatology, while the atmospheric initial
states are derived from a control simulation performed with historical twentieth century
radiative forcing conditions. The ocean initial states are provided by an ensemble of
ocean reanalysis, differing by assimilation methods and assimilated data (Bellucci et al.,
2013), performed using the same ocean model configuration (ORCA2) used in the coupled
system. A single-member historical simulation for the same time period of the predictions
using identical forcing conditions is used as the non-initialized control integration.
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Figure 2.1: Schematic illustration of the experimental setup for CMCC-CMS decadal
runs.

2.2.2 MPI-ESM-MR experiments

The experimental setting used by the Max Planck Institute is summarized in Figure 2.2.
In this study we analyse 3 ensemble members of decadal hindcasts (Pohlmann et al.,
2013).

Figure 2.2: Schematic illustration of the experimental setup for MPI-ESM-MR decadal
runs.
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The hindcasts are initialized every year between 1961 to 2012. The oceanic component
is initialized with temperature and salinity anomalies from the ocean reanalysis system 4
(ORAS4) from ECMWF (Balmaseda et al., 2012), through anomaly initialization. The
atmospheric component is initialized with full-field technique with data from ERA-40
Re-Analysis for the period 1960-1989 and ERA-Interim (Dee et al., 2011) for the period
1990-2005, respectively. A corresponding set of three-member uninitialized historical
simulations are used as control integration.



Chapter 3

Models evaluation

In this chapter, the ability of the models used throughout this work (CMCC-CMS,
MPI-ESM-MR) in reproducing the observed long-term climatology and interannual (and
longer) variability is assessed by comparing results from historical simulations and ob-
servations/reanalyses. Also, the predictive skill of decadal hindcasts performed with the
afore mentioned models is evaluated through appropriate statistical metrics.
Climate variability on interannual time scale appears to arise from interactions of ocean
and atmosphere. In order to understand the climate variability, the variability of both
systems is needed to be studied. The time scales of the variability of these two compo-
nents, ocean and atmosphere, are very different. In particular, the atmosphere exhibits
rapid adjustments to changes for short and medium-range weather forecasts, while slow
variations in SST provide a source of potential predictability for climate fluctuations from
interannual to decade time scales. This natural variability of the climate system is here
assessed together with the ability of the model to simulate it. We examine the surface
temperature that play a key role in regulating the ocean circulation and its interaction
with the atmosphere. The most fundamental descriptor of the atmospheric general cir-
culation is the zonal mean zonal wind distribution. It is analysed the annual and zonal
mean values of the zonal wind and its interannual and interseaonal variability. A common
approach to quantifying the magnitude and spatial distribution of surface temperatures
and ZMZW variability is to map the standard deviation of annual and seasonal mean
fields.

3.1 Mean state and variability in the models

In the following sections the annual mean and its standard deviation of surface tempera-
tures and ZMZW are shown for CMCC-CMS and MPI-ESM-MR historical simulations.
For the surface temperatures the set of observations is of Hadley Centre Global Sea Ice
and Sea Surface Temperature (HadISST) (Rayner et al., 2003) over the years 1961-2013.
For the ZMZW ECMWF Re-Analysis (ERA)-40 (Uppala, 2005) over the period of 1962-
2002.

12
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3.1.1 Surface temperature

The SST is a variable widely used as a proxy to describe ocean circulation patterns. It
also has an important role in climate science as a key indicator of variability. In Figure
3.1 both models have the SSTs mean distribution in agreement with the observed (Fig.
3.1a,c,e).

(a)
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Figure 3.1: Annual mean sea surface temperature (°C) (left column) and standard devi-
ation (right column) (°C) for a);b) CMCC-CMS; c);d) MPI-ESM-MR historical simula-
tions; e);f) HadIsst observations.

The SST variability appears well-represented in spatio-temporal patterns (Fig. 3.1b,d,f)
as in the eastern to central equatorial Pacific that corresponds to the region governed
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by the ENSO interannual variability mode. This is the area featuring the largest SST
anomalies at interannual scale. Both models tend to exhibit an overly westward ex-
tended Cold Tongue in the equatorial Pacific. Other two regions show high variability,
the western-boundary current regions of the Kuroshio and the Gulf Stream. The up-
welling regions in the tropical Atlantic and the eastern Pacific in both models are weaker
showing warmer water compared with observations. In general the SST variability is
higher in the CMCC-CMS simulations (3.1b) compared with MPI-ESM-MR and obser-
vations, more specifically in the northern North Atlantic (subpolar basin), in the equato-
rial Pacific (ENSO driven region) and North Pacific. The variability of the Cold Tongue
region is underestimated by the MPI-ESM-MR model which is important for the coupled
feedbacks of the ENSO variations as the interaction between ENSO and QBO that may
affect the polar vortex changes (discussed in Ch. 4). The interannual variability over
land areas of the surface temperature is also analysed for both models. In Figure 3.2 the
mean and standard deviation of 2-metre temperature (T2M) (over land) together with
SST for CMCC-CMS simulations and of the air temperature for MPI-ESM-MR runs are
compared with the combined sea surface temperature and land surface air temperature
compiled by the Hadley Centre and the Climatic Research Unit (HadCRUT3, Brohan
et al., 2006). For this comparison both SSTs and T2M fields are linearly interpolated
over the HadCRUT3 grid for CMCC-CMS model. The same interpolation is applied to
the air temperature field for MPI-ESM-MR model. In Figure 3.2a,c,e the mean surface
temperature pattern shows a broad agreement with the observations for both models.
From the standard deviation patterns is visible that the CMCC-CMS severely underes-
timates the interannual surface temperature variability over land, particularly over the
North American and Eurasian continents. A more evident underestimation of the land
surface temperature variability together with the Cold Tongue region is shown in the
standard deviation of MPI-ESM-MR model.
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Figure 3.2: Annual mean surface temperatures (°C) (left) and standard deviation (°C)
(right) for a);b) CMCC-CMS simulations; c);d) MPI-ESM-MR simulations; e);f) Had-
CRUT observations.

3.1.2 Zonal mean zonal wind

In this section, we assess the annual mean and NH winter (JFM) zonal mean zonal
wind (ZMZW) in both models to corresponding mean of the reanalysis. We focus in the
troposphere-stratosphere regions.
The simulated annual mean winds show similar structure compared to the reanalysis
(Fig. 3.3). Prominent features are cores of strong westerly winds in middle latitudes at
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200hPa level. The westerlies are stronger extending until upper stratosphere in South
Hemisphere while in opposite hemisphere the westerlies are weaker. The equatorial lower
stratospheric zone is dominated by zonally symmetric regimes of alternately easterly and
westerly winds above 100 hPa to the higher stratosphere with maximum amplitude near
10 hPa. This equatorial lower stratospheric phenomenon is known as Quasi Biennial Os-
cillation. As we see in Figure 3.3b,d,f the standard deviation has the highest value in the
tropical stratosphere in both models with similar patterns of the variability observed.
The zonal mean zonal winds averaged over JFM is shown in 3.4 for the CMCC-CMS
and MPI-ESM-MR historical simulations and show a realistic structure in the two hemi-
spheres. The 60N jet is stronger and has a larger interannual variability in the MPI-
ESM-MR models, in the CMCC-CMS model winds do not reach 20 m/s between 50
and 10 hPa. The QBO is most evident in the zonal wind near equatorial stratospheric
region with strong easterlies in SH. The winter variability of the QBO is high together
with an other variability featured by changes in high latitude in the troposphere-lower
stratosphere. Compared to MPI-ESM-MR and observations, CMCC-CMS display a less
regular phase and a reduced vertical extent of the QBO signal (see Fig. 3.5). On the
other hand, both CMCC-CMS and MPI-ESM-MR largely overestimate the observed
QBO amplitude, specially above 20 hPa, as also documented in Manzini et al. (2012) for
CMCC-CMS and in Giorgetta et al., (2013) for MPI-EM-MR.
A time-height cross-section of the monthly-mean zonal-mean zonal wind over the equator
(10S-10N) is shown in Figure 3.5 for the two historical model simulations and reanalysis.
It is not expected that the observed time series is reproduced, as the QBO time series
in the model simulations can be in arbitrary phase. We examine the frequency, the am-
plitude and the vertical structure typical of the QBO. In both models, the period of the
oscillation is about 28 months, in good agreement with reanalysis.
However, both the westerly and the easterly phases are less regular in CMCC-CMS com-
pared with MPI-ESM-MR alternation which shows also westerly phases at lower altitudes
as it is in the reanalysis. MPI-ESM-MR has a more realistic distribution of the QBO
period, however, largely overestimates the QBO amplitude above 20 hPa (see Manzini
et al., 2012), CMCC-CMS and Giorgetta et al., (2013), MPI-EM-MR). Here we do only
a partial analysis of the QBO, for more details see Krismer et al. (2013).
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Figure 3.3: Annual mean of ZMZW (left column) (m/s) and standard deviation (right
column) (m/s) for a);b) CMCC-CMS; c);d) MPI-ESM-MR historical simulations; e);f)
ERA-40 resnalysis.
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Figure 3.4: mean over JFM of ZMZW (left column) (m/s) and standard deviation (right
column) (m/s) for a);b) CMCC-CMS; c);d) MPI-ESM-MR historical simulations; e);f)
ERA-40 resnalysis.
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(a) (b)

(c)

Figure 3.5: Yearly period of zonal mean zonal winds averaged over the equatorial region
(10S-10N) (m/s) from single realizations for historical simulations of a) CMCC-CMS; b)
MPI-ESM-MR; c) ERA-40 resnalysis.

Summarising, both models have the mean surface temperature and ZMZW similar
to the observed. However some difference is found in the variability, as the lack of SSTs
variability in the tropical Pacific and of surface temperature variability over land in MPI-
ESM-MR model. The MPI-ESM-MR model has larger interannual variability of the jet
than CMCC-CMS and displays a more regular phase of the QBO, whose amplitude is
overestimated.
To quantify the quality of predictions a verification of the hindcast skill may be performed
in a variety of ways including correlation or mean square error (e.g., Goddard et al. 2012).
These methods are detailed in the following section.
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3.2 Predictive skill

The choice of the verification metrics is made in way to answers specific questions re-
garding the quality of the forecast information. For example, verification metrics can
identify errors or biases in the forecasts and drive to a more effective use of them. The
questions address the accuracy in the forecast information and the representativeness of
the forecast ensembles to indicate forecast uncertainty.
In this study we focus mainly in two questions, what is the magnitude of the probability
forecast errors and whether the initial conditions initialization in the hindcasts lead to
more accurate predictions of the climate.
The forecast quality might be verified correlating forecast with the observations. The
direct correlation may be influenced by systematic errors of forecast, when the models
are initialized with state close to the observations. In dynamical forecasting the model
mean-climate evolution during the forecast time may drift towards its own mean state,
leading to a long-term adjustment. This drift depends on the time of the forecast, es-
pecially in the case of the full-field initialization. To correct this drift and an associated
initial shock of the system, a drift is removed to the model data by subtracting the av-
erage forecast from the individual raw initialized hindcasts.
In Figure 3.6 we applied this procedure to the global weighted area averaged SSTs of
CMCC-CMS simulations. The SSTs of forecast-hindcast shown in yellow scale curves
(1961-2015) are drift removed and they are well fitted with the observations (black line).
In gray line the SSTs for uninitialized run are also shown. Comparing forecast with
historical SSTs, the initialization influence is highlighted.
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Figure 3.6: Global annual-mean area weighted surface temperature anomalies (relative
to 1961-2015) initialized hindcasts (yellow scale colr curves)are compared with equiv-
alent uninitialized simulations (gray curves), and with observations (black curve) from
HadISST (1960-2009).
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The temporal evolution of drift appears to be model and variable dependent and the
importance of drift should be assessed based on the application. In many circumstances,
such as anomaly initialization (Smith et al., 2013; Keenlyside et al., 2008; Pohlmann
et al., 2009; Matei et al., 2013), drift may be negligible. Adjustment time scale of the
atmosphere is fast and the drift signal may be small. For the MPI-ESM-MR model drift
correction we refer to Kruschke et al. (2014) paper.
For consistency in all of the performed analyses, all variables (both ocean and atmo-
spheric) have been bias corrected following the method outlined in (CMIP-WGCM-
WGSIP, 2011). Therefore the correlation is calculated over the anomalies according
to the anomaly correlation coefficient (ACC) in equation 3.1 (Jolliffe and Stephenson,
2003; Wilks, 2006a). The ACC is one of the most widely used measures in the verifica-
tion of spatial fields and it is also adopted by the international community following the
Global Data-processing and Forecasting System (GDPFS) of the World Meteorological
Organization (WMO, 2010, 2012):
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The h

0
⌧ i

and o

0
⌧ i

terms represent the forecast and observed anomalies, the over-bar is time
average and N the number of available data along the start date dimension for a given
forecast time ⌧ . The anomaly time-series have been computed by subtracting an estimate
of the corresponding climatology at each forecast time, representing the departures of
specific forecasts from its normal state. The correlation coefficients are calculated over
the ensemble mean for the hindcasts of each model.
The ACC can be regarded as a skill index measuring of the success of a prediction against
observationally based information. Following the recommendations from Goddard et al.
(2013) the predictive skill is evaluated through analysis of the ACC over 2-5, 6-9 lead
years average for both observations and forecast and at lead time 1. The 2-5 and 6-
9 lead-time averages represent the interannual time scales, excluding the first year of
the prediction, as it represents overlap with seasonal-to-interannual predictions, and the
imprint of initial observed conditions is strong. The year 2-5 average still represents the
interannual timescale, but it discards the influence from initial conditions, it is likely still
dominated by year-to-year variability and less by the climate change signal as it is for
6-9 average. The ACC score always ranges from -1.0 to 1.0. If the forecast is perfect,
the score of ACC equals to 1.0, i.e. larger ACC corresponds to a better skill. For a
given lead time period, the ACC is calculated over 10 values (one for each start date) for
CMCC-CMS, for MPI-ESM-MR 5-yearly initialized forecasts and over 52 for MPI-ESM-
MR yearly initialized forecasts.
The model prediction skill is examined by comparing with the observation, the annual
mean of the sea surface temperature, of the 2-meter temperature, and of the zonal mean
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zonal wind (ZMZW, see section 3.3.2) for initialized and uninitialized simulations of
each model. Another important measure of skill is based on the mean squared error
(MSE, 3.3), used in order to assess whether the initialization of the hindcasts leads
to more accurate predictions with respect to an uninitialized simulation. The Mean
Square Skill Score (MSSS) is a deterministic metric (Murphy, 1988) which measures the
improvement of the probabilistic forecast relative to a reference forecast (uninitialized
climate simulation). The MSSS, based on the mean squared error (MSE) is defined as
follows:

MSE⌧ =
1

N

NX

i=1

[h0
⌧ i

� o

0
⌧ i

]2 (3.3)

MSSS⌧ = 1� MSE

MSEref

(3.4)

The Mean Squared Skill Score (MSSS) is defined as one minus the ratio of the squared
error of the forecasts (MSE) to the squared error for reference forecast (MSEref) in this
case the set of uninitialized hindcasts (3.4). The MSE is always positive. However the
MSSS may have negative values, if the forecast error is larger than that of the uninitialized
run. A positive value for the MSSS indicates that the forecast is more accurate than the
uninitialized run. The MSSS is unity for a perfect forecast, and zero if the forecast is
undistinguishable from uninitialized simulation. The MSSS here represents the fractional
improvement, or degradation, of the initialized hindcasts over the uninitialized reference.
Here as reference uninitialized forecast we use the historical run divided in the same time
segment as hindcasts. We diagnose the MSSS for the SSTs in the CMCC-CMS model
considering a 4 year mean separately at near-term (2-5 lead time) and long-term (6-9
lead time) hindcasts (WMO, 2012). For MPI-ESM-MR model the calculation of MSSS
and 2-metre temperature ACC we mention Goddard et al. (2013) reference.

3.2.1 Surface temperature

In this section we evaluate the predictive skill of the annual mean surface temperatures
in CMCC-CMS hindcasts for the period 1960-2010, through the ACC (3.1). The ACC
is computed at different lead times, i.e. 2-5 lead time and 6-9 lead time. The reference
observation data set used in this section for ACC calculation is HadISST (Rayner et al.,
2003). Prior to the computation of anomaly correlation, both model and observation
were linearly interpolated onto a common grid, in that case over HadISST grid. In
the end of the section we give an overview of the ACC of the annual mean SSTs for
the MPI-ESM-MR decadal simulations. A one-sided Student t-test is used to verify
statistical significance of the correlations, dependent on sample size which varies with
reference dataset. Furthermore, serial correlations were taken into account by adjusting
the effective sample size according to:

N

0 = N

(1� r1,xr1,y)

(1 + r1,xr1,y)
(3.5)
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where r1,x and r1,y are the first-order autocorrelation coefficients of time series x and y,
and the where N and N'are the original and effective sample sizes respectively and ⇢1

is the lag-1 autocorrelation coefficient. Based on this test at 95% statistical significance
is reached for ACC higer than 0.6 (marked with white spots, over red regions). In
order to have a general view on the influence of a well-resolved stratosphere on the
predictive skill, we compare the ACC from CMCC-CMS hindcasts against a reference
set of decadal simulations, performed with a low-top configuration of the CMCC model
(CMCC-CM; Bellucci et al. (2013), 2014). It is important to remark that the low-top
model configuration has a different horizontal resolution (T159L31), but the same ocean
model (OPA8.2, L31).
In Figure 3.7ab the predictive skill of the SSTs in the low-top model are shown at 2-5 and
6-9 lead years (see Bellucci et al., 2013, Fig. 3). The red color in the palette represents
the high correlation and then a high skill. Bellucci et al. (2013) found higher correlation
over the Indian Ocean, over the sub-tropical North and South Atlantic, and over the
western North Pacific at 2-5 lead time. Moreover the predictive skill is larger at 6-9
lead-years over the same regions.
We show here in Figure 3.7cd the difference in the ACC of SSTs between high top and
low top hindcast runs (Fig. 3.8ab, at both near-long terms. Qualitatively the difference
shows a high value in South Pacific ocean and in tropical South Atlantic at 2-5 lead time,
while at 6-9 lead time a positive correlation is located in the North and extra-tropical
Pacific. These results are supported in previous forecast experiments which suggest that
tropospheric skill is enhanced when the forecast model top extends to the stratosphere
(Baldwin et al., 2003; Charlton and O’Neill, 2003; Christiansen, 2005; Kuroda, 2008;
Marshall and Scaife, 2010). The low-frequency energy contained in the stratosphere
seems to be capable to affect the SSTs through the propagating anomalies from the
stratosphere downward to the ocean, as can be the SSW occurrence changes (Manzini
et al., 2012), or to the deeper ocean, as the thermoaline circulation (Reichler et al., 2012).
More information are given by the global average area weighted of the ACCs in Figure
3.7e. Globally the high top model has a higher skill (about 0.33 and 0.39 at 2-5 and 6-9
lead time respectively), compared with the 0.27 (at 2-5) and 0.33 (at 6-9) of the low top
model. Both models however show a better global skill when the average is made over
long term lead time. This may be related to the effect of boundary forcing dominating
over the initialization in the longer (6-9 years) term, as at longer time scales the influence
of the initial conditions decreases and the importance of the forcing increases. This is a
robust feature of current climate models, found in both single and multi-model studies
(Bellucci et al., 2013, 2014).
Succeeding, we evaluate the effect of initialization through the analyses of the ACC and
MSSS of the SSTs in the initialized hindcasts compared to the uninitialized run over the
same period. Focusing on the high top CMCC-CMS model, Figures 3.8ab display the
ACC of hindcasted SSTs at 2-5 and 6-9 lead years.
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Figure 3.7: ACC of SST for Low-top model for lead-years 2-5 (a) and 6-9 (b). Correlations
larger than 0.6 are statistically significant at the 95 % level according to a one-sided Stu-
dent’s t-test (white spots); Difference of anomaly correlation coefficient of SST hindcasts
between Low-top and Hight-top models for years 2-5 (c) and 6-9 (d); Globally averaged
for ACC of CMCC-CMS model (yallow bar) and of CMCC-CM (orange bar)(e).

In the near term (2-5 years) statistically significant skill is found over vast portions of
world oceans, in particular the equatorial Indian Ocean, tropical pacific and the North
Atlantic (white spots over red regions). Areas characterized by negative ACC values are
also found mainly in the Southern Hemisphere. A qualitative similar pattern is found in
the 6-9 lead -years term but with even wider regions featuring significant predictive skill,
specially over the Indo-Pacific sector.
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The verification of the skill due to ocean initialization is evaluated comparing the SST
ACC of initialized hindcasts against the historical run (3.8cd).
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Figure 3.8: ACC of SST for high-top model (CMCC-CMS) for lead-years 2-5 (a) and 6-9
(b). Correlations larger than 0.6 are statistically significant at the 95 % level according
to a one-sided Student’s t-test (white spots); Difference of anomaly correlation coefficient
of SST hindcasts between initialized and uninitialized hight-top model for years 2-5 (c)
and 6-9 (d); Globally averaged for ACC initialized (yallow bar) and of uninitialized (gray
bar)(e) simulations.

Notice here the red color means initialized is "better than" uninitialized. From this
comparison, a better skill of the initialized runs over North and extra-tropical Pacific,
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near to the North-West coast figures out at 2-5 lead-years, while at longer term hindcast
an enhanced skill is found over North, tropical and South Pacific. Over the Indian
Ocean region in both lead-year intervals, the skill difference shows an added value from
initialization. The high skill of the SSTs in the Indian Ocean can be largely attributed
to the effect of the varying radiative forcings and partly attributed to aerosols from
volcanic eruptions(Guemas et al., 2013). The global mean skill (3.8e) reveals a systematic
improvement initializing the system.
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Figure 3.9: Mean squared skill score (MSSS) evaluated for SSTs (CMCC-CMS model).
A historical uninitialized simulation spanning the same period of the predictions, and
identical forcing conditions has been used as a reference hindcast. Negative values are
shown in white.

Information about initialization effects on the accuracy of the forecast is given by
MSSS verification metric. In Figure 3.9 the skill score is positive over Indian Ocean,
most of Pacific and South Atlantic regions for both near and long term lead times.
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Figure 3.10: ACC of 2-m temperature (CMCC-CMS model) for years 2-5 (a) and 6-9
(b)with CRUTEM3 data set; merged ACC of SSTs with ACC of 2-m temperature in
respect to the HadCRUT3 for years 2-5 (c) and 6-9 (d).

Negative MSSS are found over in large areas of the Southern Ocean as well as in
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the North Atlantic ocean highlighting the regions where the initialization does not give
an improvement with respect to the historical. From a comparison of the MSSS with
the ACC differences of the SSTs in Figure 3.8cd, it is visible a correspondence between
regions featuring negative anomaly correlations and negative MSSS (see in particular the
Souther Ocean).
In order to analyse the predictive skill over the land areas for the decadal hindcasts, the
ACC is designed for the global 2-m temperature with respect to HadCRUT3 observations,
over HadCRUT3 grid.
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Figure 3.11: Difference of anomaly correlation coefficient of SST hindcasts between ini-
tialized and uninitialized MPI-ESM-MR model for years 2-5 (a) and 6-9 (b),(Matei et
al. 2013, in preparation); Globally averaged for ACC initialized (orange bar) and of
uninitialized (gray bar)(c) simulations.

The ACC maps are computed merging the ACC of initialized SSTs hincasts over
ocean with the ACC of 2m temperature over land, at 2.5 and 6-9 lead year (Fig. 3.10cd).
Enhanced skill is found in longer term over most of the continental regions. Over central
Africa continent the positive correlation is visible and equal in both term time, however
in the Eurasia and North America at 6-9 lead time the predictive skill increases.
In order to give an overview about the MPI-ESM-MR SSTs predictive skill, in Fig-
ure 3.11ab the ACC of SST differences for initialized and uninitialized hindcasts are
displayed. A better skill for initialized simulation are located over North Atlantic, in
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tropical regions, North Pacific and Southern Ocean at 6-9 lead year. Also the evaluation
of the globally averaged ACC of the SSTs confirms that in the longer term the correlation
is higher compared with near term at 2-5 lead time (from Matei et al. 2013, manuscript
in preparation). The initialization in both models give globally an enhanced skill of the
SSTs which is higher for longer term lead time, compared with historical runs. Regionally
there is a general agreement between the models, with exception for the North Atlantic
Ocean that shows an higher skill in the MPI-ESM-MR model.

3.2.2 Zonal mean zonal wind

In the previous section we evaluated the predictive skill associated with typical variables
(SST and 2-metre temperature) characterizing the Earth surface climate. Here we assess
the skill associated with the ZMZW in the troposphere and the stratosphere.
The correlation is computed over annual averaged ensemble mean value at lead-year
1, 2-5 and 6-9, for equally sub-sampled predictions and reanalysis. ERA40 is used as
reference reanalysis to evaluate the correlations. A one-sided Student’s t-test is used
to verify statistical significance, assuming meaningless negative correlations, significant
at 95% level those larger than 0.6. For better understanding the initialization effects
the ACC difference between initialized and uninitialized run are analysed, equivalent to
the method of removing local tendencies from both observations and model results, be-
fore computing anomaly correlations. The applied methodology of comparing initialized
against uninitialized simulations is to be preferred to the detrending procedure as the
latter is subjected to the limitation of assuming linearity of the trend.
Figures 3.12a-b shows the ACC at lead-year 1 for CMCC-CMS hindcasts. There is a
gradual increment in the overall skill with lead time, particularly pronounced in the NH
troposphere. Enhanced skill is located in low stratosphere sub-tropical regions reaching
the surface in Northern hemisphere (NH) area (Fig. 3.12a). The 6-9 ACCs (Fig. 3.12e-f)
are high over large region compared with lead year 1. On the decadal time scale, one may
conclude that this is the evidence of skill driven by initial and boundary condition con-
firmed by the difference ACC plots that show added value on the skill by the initialized
hindcasts at lead-year 1 and 6-9. In equatorial stratospheric region the ACC displays
no-skill at lead year 1. This concur with the fact that the atmosphere is not initialized
(Fig. 3.12a) in CMCC-CMS model. A largest improvements in the predictive skill of
the hindcasts, compared to the historical simulations, are fond in the NH (Fig. 3.12, left
column) and even though the atmosphere is not initialized there is large predictability
in the polar NH stratosphere.
Next the ACC for ZMZW in the 5-yearly initialized MPI-ESM-MR system is described
(Fig. 3.13). Here the effect of the atmosphere initialization is evident, especially in the
equatorial stratosphere where the QBO is active (see section 3.1).
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3.12: ACC of ZMZW hindcasts (left column), differences of initialized minus
uninitialized hindcasts (right column); at lead time 1 (a, b); at lead time 2-5 (c,d); at
lead time 6-9 (e,f); cross section latitude-lead-year at 50hPa (g,h). Correlation larger
than 0.6 are significant at 95% level (solid black line), those larger significant than 0.4
are at 80% level (dashed black line), for CMCC-CMS model.
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The gradual decrease of ACC in the tropical stratosphere with lead-time strongly
suggests that the QBO is predictable up to 2-5 years. A similarly high skill region is
found in the extra-tropics around 50 N and 50 S, highly coherent along the vertical, from
surface to stratosphere. The skill in the extra-tropics shows an even longer persistence,
compared with the equatorial stratosphere, with significant correlations up to lead-years
6-9. Comparing initialized with uninitialized simulations reveals that initialization has a
positive impact on the skill in the areas affected by the QBO /polar vortex connection.
This result is found also in the ACC computed for the yearly initialized hindcasts.
Overall there is a strong consistence between the ACC patterns emerged in the 5-yearly
hindcasts and those emerging in the yearly case. Indeed in Figure 3.14 skill of yearly
initialized hindcasts has a similar ACC compared with 5-year initialized runs, however
the skill is shown with a lower statistical significance. In the specific in Figure 3.14g,h the
stratospheric equatorial skill is high after 4 year from initialization, a time range longer
than the weather forecasts associated with initial atmospheric state. In agreement with
the high skill in QBO zone till lead time 4, the recent study of Pohlmann et al. (2013),
with the same model and similar experimental setup (5 ensemble-members, 1 year ini-
tialized MPI-ESM-MR, MiKlip forecasts), shows a significant predictive skill related to
the QBO of up to 4 years. In a recent study based on UK Met Office and MiKlip decadal
hindcasts Scaife et al. (2014) demonstrates predictability of the QBO extending more
than 3 years, although they found that it does not guarantee predictability of QBO ef-
fects on the surface during winter in decadal climate prediction.
At lead-year 1 the high skill in QBO and NH polar vortex region is clear and it is still
visible and wide at lead time 2-5 (Fig. 3.14a) with 80% of significance. As before, a small
area and low skill are left at lead time 6-9. A link between these two high skill zones
at near term prediction may be explained by the Holton and Tan relationship (Holton
and Tan, 1980) that connects the QBO phase with variations of the north-polar vortex
strength. This relationship is studied as predictable source in the stratosphere in section
4.2. Studies as Garfinkel and Hartmann (2007) and Calvo et al. (2009) show a possible
modulation of the HTR by the ENSO. This may add a possible influence by the ocean
initialization on the HTR in the initialized hindcasts.
An interesting result is given by the latitude-lead time cross section of the ACC at 50hPa
(Fig. 3.14g,h). The correlation at 50N-50hPa along each lead time is higher at lead time
1 and 5 (0.4). This result will be analysed in the end of this section in Figure 3.16.
The lower significance shown by yearly initialized compared with 5-yearly initialization
leads to think about the existence of sub-sampling error. Due to the quasi-biennial phase
of the QBO, one may wonder whether, by initializing every 5-years the same phase of
the QBO is systematically sampled.
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Figure 3.13: ACC of ZMZW hindcasts (left column), differences of initialized minus
uninitialized hindcasts (right column); at lead time 1 (a, b); at lead time 2-5 (c,d); at
lead time 6-9 (e,f); cross section latitude-lead-year at 50hPa (g,h). Correlation larger
than 0.6 are significant at 95% level (solid black line), those larger significant than 0.4
are at 80% level (dashed black line), for MPI-ESM-MR every 5 year initialized.
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Figure 3.14: ACC of ZMZW hindcasts (left column), differences of initialized minus
uninitialized hindcasts (right column); at lead time 1 (a, b); at lead time 2-5 (c,d); at
lead time 6-9 (e,f); cross section latitude-lead-year at 50hPa (g,h). Correlation larger
than 0.6 are significant at 95% level (solid black line), those larger significant than 0.4
are at 80% level (dashed black line), for MPI-ESM-MR every year initialized.
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From yearly initialized hindcasts we select the lead-year 1 that have the zonal mean
zonal wind in easterly phase and lead year 1 of westerly wind, based on the QBO index.
The QBO index is defined at 50hPa in JFM for equatorial ZMZW greater (lower) than 5
m\s (-5 m\s), see section 4.2 for more details. Figure 3.15 displays the ACC obtained by
selecting either the easterly phase (11 years in total) or the westerly phase (13 years in
total) of the QBO at lead time 1. The emerging picture suggests that, given the similarity
between the patterns in Figure 3.15a and Figure 3.13a (see the 0.8 value of ACC) the
easterly QBO phase is sampled more frequently in 5-year hindcasts. In Figure 3.15b is
visible also the higher skill in extra-tropical stratosphere in westerly year initialization
compared with easterly initialization. This is in agreement with numerous studies that
found that the vortex is stronger when equatorial lower stratospheric winds are westerly
than when they are easterly (Holton and Tan, 1980, 1982; Labitzke, 1982; Baldwin and
Dunkerton, 1991; Dunkerton and Baldwin, 1991). A very interesting result is that Fig.
3.15 indicates more predictive skill from the QBO phase in the SH polar stratosphere
than in the NH compared with 3.13a and 3.14a.
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Figure 3.15: ACC of ZMZW at lead-time 1 of easterly years initialized hindcasts (a);
westerly years initialized hindcasts (b). Correlation larger than 0.6 are significant at
95% level (solid black line), those larger significant than 0.4 are at 80% level (dashed
black line), for MPI-ESM-MR.

Additional information about the high correlation exhibited at lead time 1-5 in Fig-
ures 3.13g,h and 3.14g,h at 50hPa-50N, may be given by altitude-lead-time ACC in
Figure 3.16. Selected 50N of latitude, we analyse the skill of the hindcasts at different
levels at each lead time. The ACC are computed for CMCC-CMS (Fig. 3.16a) and
MPI-ESM-MR (Fig. 3.16c,e) runs. What is surprising is the similar patterns of the skill
for CMCC-CMS and MPI-ESM-MR (5-yearly and yearly initialized) in Figure 3.16a,c,e.
In 5 yearly initialized runs the skill reach 0.8 value at lead time 1 and 5 at 50hPa. With
lower skill (0.4) and significant at 80% the yearly initialized hindcasts ACC shows similar
result. Future works will be leaded to a better understanding of the high skill existing
at 5th lead-time of the ACC at 50hPa-50N, may be related to the ocean initialization.
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Figure 3.16: ACC of ZMZW cross section altitude-lead-year at 50N hindcasts (left
column), differences of initialized minus uninitialized hincasts (right column); CMCC-
CMS model (a, b); MPI-ESM-MR 5 year initialized (c,d); MPI-ESM-MR 1 year initial-
ized(e,f).Correlation larger than 0.6 are significant at 95% level (solid black line), those
larger significant than 0.4 are at 80% level (dashed black line), for MPI-ESM-MR every
year.

In conclusion the ZMZW ACC of the initialized hindcasts for the CMCC-CMS model,
increases with lead-time showing patterns of predictive skill attributable to the initial
and prescribed boundary conditions of a ocean initialized system. Whereas the ACC
regarding the MPI-ESM-MR hindcasts a decrease with lead-time is found, drove by the
effect of atmosphere initialization. In agreement with (Pohlmann et al., 2013) and (Scaife
et al., 2014) we found with MPI-ESM-MR hindcasts high skill at lead year from 1 to
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4 in equatorial stratospheric area, where the variability is dominated by QBO mode.
As at NH extra-tropical stratosphere (50hPa) a significant correlation is also found, a
connection between the QBO and the polar vortex skill is analysed, following the Holthon-
tan relationship definition (Holton and Tan, 1980).
After an initial thought about a possible aliasing problem, we verified if the loss of
significance of 1-year initialization is due to the QBO phase initialization. We conclude
that the QBO phase affects the correlations and drives the skill over NH polar vortex
zone. Last discussion is leaded in order to find an explanation of the high skill at 5th
lead time at 50N-50hPa, however it needs further investigation.



Chapter 4

Sources of predictability,

stratospheric dynamics

Significant interannual stratospheric variability in the high latitudes of northern hemi-
spheric zonal wind (Labitzke, 1982; Kodera and Chiba, 1995), is found and attributed
to internal atmospheric variability. Part of the variability may be linked to the sudden
stratospheric warmings (SSWs) in the extra-tropics (Butchart et al., 2000) and to the
quasi-biennial oscillation in the equatorial stratosphere which appears to affect the zonal
mean circulation (Holton and Tan, 1982; Dunkerton and Baldwin, 1991; Tung and Yang,
1994). In the next sections we examine the SSWs variability (section 4.1) and a potential
QBO influence on extra-tropical predictive skill (section 4.2).

4.1 Sudden stratospheric warming

In this section we examine the statistical proprieties of SSW in both initialized and
uninitialized simulations performed with the CMCC-CMS and MPI-EM-MR systems.
Particularly through this comparison we intend to highlight the impact of initialization of
the ocean (CMCC-CMS) and ocean and atmosphere (MPI-ESM-MR) in SSW variability
and predictability.
As polar vortex events, the SSWs are prolonged time periods with an unusually weak and
warm northern polar vortex in the winter time. In this study the winter period includes
months from November to March (NDJFM). Figure 4.1 shows the daily evolution (from
July to June climatological calculated for each calendar day) zonal mean zonal wind
(black curve, top panel) at 60N and at 10hPa from ERA40 reanalysis. The bottom panel
shows the daily zonal mean of the temperature (black line) at 80N and 10hPa. The
dark gray envelopes for both panels indicates the standard deviation and the light gray
envelopes are individual maxima and minima from all daily time series (43 years).

36
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Figure 4.1: Daily zonal mean zonal wind (m/s) at 60N and 10hPa (top) and daily zonal
mean temperature (K) at 80N and 10hPa (bottom) for ERA40 reanalysis (1958-2001).
Black curves mark climatological averages. Dark gray shading marks the ±1 standard
deviation range. Light gray shading marks the daily maxima and minima range.

The zonal mean zonal wind at 60N and 10hPa is westerly during winter and when
it reverses to easterly a major midwinter warming is triggered (Fig. 4.1). As Fig. 4.1
shows in light gray, during winter time the daily minima of zonal mean zonal wind at
60N-10hPa (top) coincide with daily maxima of the zonal mean temperature at 80N-
10hPa (bottom) for ERA40 daily dataset. Based on this reversal of the zonal mean zonal
wind an index is calculated to define SSW event.

4.1.1 SSW detection method

Following the World Meteorological Organization definition (WMO) (Andrews et al.,
1985) with Charlton and Polvani (2007b) constrains, the algorithm used in this study is
based on an algorithm that only differs from Charlton and Polvani (2007b) study in the
definition of the recovery time of the polar vortex after a SSW event. Here, instead of the
20 days established by Charlton-Polvani (see Charlton and Polvani, 2007a, Corrigendum)
to define a new event, a time interval greater than 10 days of westerly wind at 10hPa
60N is presumed to be needed after a SSW event. In ERA-40 dataset, for example, this
difference has no impact on the number of SSW events. Taking into account this recovery
time, placed at 60N-10hPa, the SSW event is found when the zonal wind from westerly
becomes easterly in NDJFM.
The algorithm is applied to the daily zonal mean zonal wind at 10 hPa of initialized (1st
of January) and uninitialized simulations for CMCC-CMS and MPI-ESM-MR models.
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The SSW events are identified for each start date over all 10 year hindcasts for each
ensemble member (3x100 years in all). The uninitialized simulations are divided into 10
years chunks in order to obtain a twin set comparable to the decadal hindcasts. In order
to have a longer period of observed SSW events here we extend the ERA-40 time series
reanalysis with ERA-Interim reanalysis holding years from 1961 to 2010.

4.1.2 Distribution of SSW events

The influence of ocean initialization on the SSW statistics is investigated with the CMCC-
CMS model, using the methodology outlined in section 4.1.1.
The winter (NDJFM) frequency of occurrence of SSW events is computed for both ini-
tialized and uninitialized runs. In Figure 4.2a each yellow bar represents the ensemble
averaged SSWs frequency computed for each 10 years hindcasts over the full period from
1961 to 2015. In Figure 4.2b SSWs are diagnosed for the uninitialized run. Here 10-year
chunks are taken so as to correspond to the decadal hindcasts, over the period from 1961
to 2005. The mean computed across all start dates is also shown in black line.
From the analyses in Figure 4.2a the distribution of the SSW shows a pronounced intra-
seasonal variability with maximum of occurrence around February-March. The observed
SSW frequency in Figure 4.2c (black bars) features an intraseasonal variability of similar
amplitude, but with a maximum around January-February.
As a general tendency it appears that, compared to observational estimates, SSWs are
overestimated in initialized hindcasts and underestimated in the uninitialized simulation.
Thus the influence of ocean initialization seems to act on the variability of SSWs, with
the hindcasts systematically overcoming the frequency of occurrence of SSW featured by
the uninitialized simulation. In the specific the initialization changes the seasonality of
the SSWs, shifting the maximum of occurrence in March.
The high decadal variability of SSWs, found also in the initialized hindcasts, suggests the
empirical nature of the SSWs classification. As the identification of SSWs is sensitive to
definition, different diagnostics could be also checked. There is a current effort to develop
consensus on updating the SSW definition (Butler et al., 2014, submitted).
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Figure 4.2: Frequency of occurrence of sudden stratospheric warmings a) ensemble av-
eraged for 10 years at each start date (yellow bars); b) for 10 years chunked at same
start date; the mean across all start date is in black line; c) mean across all strat date for
hindcasts (yellow bars) and for historical (gray bars) together with ERA-40-ERA-Interim
reanalysis (black bars) distribution, after Charlton and Polvani, 2007. The simulations
are from CMCC-CMS model.

Next, the combined effect of ocean and atmosphere initialization is inspected through
the analysis of MPI-ESM-MR hindcasts and historical simulations. To allow a fair com-
parison with CMCC-CMS decadal prediction experiments, we first inspect the MPI-
ESM-MR simulations by considering a 5-yearly sub-sample of the full MPI-ESM-MR
experimental set.
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Figure 4.3: Frequency of occurrence of sudden stratospheric warmings a) ensemble av-
eraged for 10 years at each start date (yellow bars); b)ensemble averaged for 10 years
chunked at same start date; the mean across all start date is in black line; c) mean across
all strat date for hindcasts (yellow bars) and for historical (gray bars) together with
ERA-40-ERA-Interim reanalysis (black bars) distribution after Charlton and Polvani,
2007. The simulations are from MPI-ESM-MR 5-yearly initialized model.

As in Figure 4.2, Figure 4.3 shows the NDJF distribution of occurrence of SSW
with the only difference that the SSWs frequency are ensemble averaged also for the
historical runs. Similarly to CMCC-CMS the observed intraseasonal variability is not
well reproduced by MPI-ESM-MR hindcasts. These feature relative maxima in November
and March (instead of January, as shown in the reanalysis). Also, hindcasts feature a
SSW frequency which is systematically higher than in the historical runs, consistent with
the results found for CMCC-CMS.
In the previous analysis the full 10-year length of the hindcasts (and uninitialized runs
slices) was exploited. Next we want to have a closer look at the effect of initialization by
considering individual lead-times.
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Figure 4.4: Frequency of occurrence of sudden stratospheric warmings ensemble averaged
for a) lead time 1; b) lead time 5; for hindcasts (yellow bars) and for historical (gray bars)
together with ERA-40-ERA-Interim reanalysis (black bars) distribution after Charlton
and Polvani, 2007. The simulations are from MPI-ESM-MR yearly initialized model.

As the hindcasts are initialized in January, the atmosphere initialization may have a
greatest influence in the SSW frequency in January and in the successive months.
For this reason and to avoid the overlapping between hindcast years corresponding to
consecutive start dates, the atmosphere initialization effects are investigated over the
lead year 1 of the yearly initialized simulation of the MPI-ESM-MR model.
In Figure 4.4a the yellow bars represent the SSW frequency computed considering only
lead year 1 from each yearly hindcasts. Interestingly once we consider only lead year
1, the observed intraseasonal winter variability of SSWs is better reproduced compared
with previous cases.
We also investigate the distribution of SSWs for all other lead times (not shown). Between
all, the best fit of to the intraseasonal distribution is found at 5th lead time (Fig. 4.4b)
which displays a qualitative agreement with the observed SSWs. This is in agreement
with the higher skill of the ZMZW found in the polar vortex region (50N-50hPa) at 5th
lead time in section 3.3.2. The result from the monthly distribution at lead time 5 of
the SSWs, which are related to the changes of the polar vortex, may be attributed to the
ocean initialization effects. The ocean initialization might have the potential to affect the
atmosphere on multi-year time scales, given his inherently longer memory, as compared
to the atmosphere.
Afterwards we examine the inter-annual variability of SSW in the reanalysis together
with hindcasts and historical simulations for CMCC-CMS and MPI-ESM-MR runs, the
latter for both yearly and 5-yearly initialization.
From Fig. 4.5 to Fig. 4.7 the number of SSWs are displayed in 5-year bins. The 5 years
bin are chosen so as to avoid the overlapping between consecutively 10 years chunks,
when counting the SSWs, following Charlton and Polvani (2007b). Bins are selected in
the following way: 1963-1967 in 1965 bin, 1968-1972 in 1970 bin , 1973-1977 in 1975 bin,
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and so forth. In this case the yellow scale color bars describe the number of SSWs for
each ensemble members. The number of SSWs is then ensemble averaged, and is shown
in black line.
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Figure 4.5: Distribution of sudden stratospheric warmings. Diagnostic shows number of
SSWs in 5-yr bins a) in each ensemble member (yellow scale color bars) of the hincasts
with ensemble averaged number of SSWs in black line; b) ensemble averaged number of
SSWs for hindcasts (yallow bars), number of SSWs in the historical run (gray bars). In
black bars are SSWs number in ERA-40-ERA-Interim reanalysis in both panels. The
simulations are from CMCC-CMS model.

In Figures 4.5a each ensemble member displays a strong inter-annual variability in the
CMCC-CMS. After averaging the SSWs number over the ensemble members (yellow bar
in Fig. 4.5b), the SSW variability in the decadal integrations is grossly consistent with
the observations (black bars). However, the amplitude of the inter-annual fluctuations in
the initialized hindcasts SSWs is weaker than in the observed, mainly due to the lack of
zero-event periods in the model record. The inter-annual fluctuation of the SSWs in the
historical run shown in Figure 4.5b (gray bars) exhibit a higher inter-annual variability
compared with the initialized hindcasts. Maybe this higher variability is related to the
fact that the historical run has a single ensemble member.
The same analyses is applied for MPI-ESM-MR model, for 5-yearly sub-sampled initial-
ized simulations. The number of SSWs to the the individual ensemble members (yellow
scaled color bars, Fig. 4.6a) exhibits less spreading compared with CMCC-CMS distri-
bution. The SSWs appear with a higher variability in the historical ensemble members
in respect to initialized hindcasts.
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Figure 4.6: Distribution of sudden stratospheric warmings. Diagnostic shows number of
SSWs in 5-yr bins a) in each ensemble member (yellow scale color bars) of the hincasts;
b) of the historical, with ensemble averaged number of SSWs in black line; c) ensemble
averaged number of SSWs for hindcasts (yallow bars), for the historical runs (gray bars).
In black bars are SSWs number in ERA-40-ERA-Interim reanalysis in all panels. The
simulations are from MPI-ESM-MR 5-yearly initialized model.

Figure 4.6c shows the ensemble averaged SSWs distribution of initialized and unini-
tialized simulations, both having a similar variability but still not caching the minima
and the zero observed in 1995 (black bars).
The diagnostic is applied also to the MPI-ESM-MR yearly initialized hindcasts. Figure
4.7a shows the SSWs number for each ensemble member at lead time 1. In this case the
period includes 1961-2011 corresponding to each start date. The uninitialized simula-
tions cover a period from 1961 to 1995 4.7b.
Number of SSWs is largely different from member to member (Fig. 4.7a) and from the
ensemble averaged distribution the inter-annual variability of SSWs (Fig. 4.7c) seems to
follow the observed variability. We examined also the SSws distribution at lead time 5
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(1965-2015), that is qualitatively concordant with the reanalysis (Fig. 4.7d).
In both cases lead time 1 and 5 the lack of the SSWs is missed.
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Figure 4.7: Distribution of sudden stratospheric warmings. Diagnostic shows number of
SSWs in 5-yr bins a) in each ensemble member (yellow scale color bars) of the lead time
1 (1961-2005); b) of the historical (1961-1995), with ensemble averaged number of SSWs
in black line; c) ensemble averaged number of SSWs for lead time 1 (yallow bars), for
the historical runs (gray bars). In black bars are SSWs number in ERA-40-ERA-Interim
reanalysis in all panels. d) as c) for lead time 5 (1965-2010). The simulations are from
MPI-ESM-MR yearly initialized model.

Summarising and concluding, in this section the intraseasonal and interannual vari-
ability of the sudden stratospheric warmings for CMCC-CMS and MPI-ESM-MR models
are examined. The study is based on the comparison between the initialized with unini-
tialized SSW event distribution.
We may conclude that in general both variability and predictability of SSWs are sensitive
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to the initialization.
The intraseasonal variability (NDJFM) is not correctly represented for 5 yearly initializa-
tion (CMCC-CMS, MPI-ESM-MR), but it considerably improve for yearly initialization.
Some degree of predictability is also found under conditions sufficiently high of sampling
at lead time 1 and 5. While the SSW events frequency at lead time 1 may be affected by
atmosphere initialization, at lead time 5 the SSWs occurrence may be influenced by the
initialization of the ocean, due to time scales typically longer than those of atmosphere-
only processes.
At inter-annual time scale as general and common results we found that the hindcasts are
only qualitatively consistent with the observed year-to-year SSW variability. However,
model results appear to be unable to reproduce "zero-events" periods, as detected in
observational records.

4.2 Holton-Tan relationship

The aim of this section is to analyse the interannual predictability of the zonal wind
in the northern hemispheric stratosphere and investigate a potential QBO influence on
extra-tropical predictive skill.
The effect of the QBO on stratospheric vortex may be seen by comparing composites
of extra-tropical zonal-mean wind during easterly and westerly phases of the QBO. The
QBO phase must be defined precisely, and typically the equatorial zonal-mean wind at a
particular level is used. Holton and Tan (1980) defined the QBO phase using equatorial
winds at the 50 hPa level, but other authors have used also different levels.

Figure 4.8: December-January zonal mean zonal wind difference for QBO westerly minus
QBO easterly years at 44hPa with t-test confidence shading shown at 95% and 99%;
contours are at 5 m/s intervals; ERA-40 data for the period period January 1958 to
December 2001. From Pascoe et al. (2005)

In Figure 4.8 for example the composite for the zonal- mean zonal wind anomalies for
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DJ based on an index defined as the ZMZW at 44 hPa, using ERA40 reanalysis (Pascoe
et al., 2005). In this figure, the westerly minus easterly difference shows an unequal
dipole with very small zonal mean zonal wind differences south of 45 S. The NH zero
correlation wind line is also clearly visible. The plot displays a tripolar vertical phase
structure of the QBO zonal wind anomalies. The difference of westerly minus easterly is
positive in the upper stratosphere from 1 to 0.1 hPa, negative in the middle from 10 to 1
hPa and then positive in the lower stratosphere below 10 hPa (Gray et al., 2004; Pascoe
et al., 2005). The tripolar phase structure is a signature of downward propagation of the
QBO signal generated by the descent of a QBO phase followed by a new phase present
in the upper stratosphere and anticipated by an earlier phase in the lower stratosphere
of the opposite sign. The zonal wind anomalies extend to the subtropics in the Northern
Hemisphere up to about 50 N and are dominated by a modulation of the polar vortex
which extends from the surface to the 1 hPa level (Baldwin et al., 2001).
Here we computed a QBO index (see section 4.2.1) following the Holton and Tan (1980)
definition, applied to the ERA40 reanalysis, initialized and uninitialized simulations.

4.2.1 Quasi-biennial oscillation Index

Based on Holton and Tan (1980) the QBO index is calculated as below. Westerly (east-
erly) wind is defined when the ZMZW in January-February-March at 50hPa in the equa-
tor region (10S-10N) is larger (smaller) than 5 m\s (-5 m\s) as wind threshold. Based
on this index westerly (easterly) years were selected. The composites are calculated by
subtracting easterly years from westerly years. In the ERA40 reanalysis from 1961-2002
the composite counts 15 westerly years and 10 easterly years. Equivalently to the ob-
served, when we applied the QBO index the lead-time 1 of the MPI-ESM-MR hindcasts
we found 14 westerly years and 11 easterly years for yearly initialized runs from 1961 to
2012, and 4(3) westerly(easterly) years for 5-yearly initialized sub-sampled runs. In the
historical runs (both model) and CMCC-CMS hindcasts, the QBO phase is not in phase
with the observed one, as no initialization in the atmosphere is used.

4.2.2 Composites

Figure 4.9b shows the composites of zonal-mean zonal wind for MPI-ESM-MR yearly
initialized in JFM and compared with composites of reanalysis (Fig. 4.9a) the HTR
appears to be well described by the initialized simulations. The alternate westerly and
easterly winds are found in the equatorial atmosphere, with a clear presence of the
QBO in the equatorial stratosphere in the hindcasts, in agreement with the atmosphere
initialization. The anomalies clearly show the vertically propagating signal in the extra-
tropical regions, validating the HTR in the model. Maximum values are about 20 m/s
in equatorial regions and about 8-10 m/s in polar vortex area, spanning from about 150
hPa to above 10 hPa.
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Figure 4.9: Composites of the zonal mean zonal wind anomalies (m/s) based on the
QBO winter (JFM) index (see text for details) from (a) ERA-40 reanalysis and from
MPI-ESM-MR (b)1-yearly initialized hindcasts; (c) historical and (d) 5-yearly initialized
simulations. Only lead-year 1 is considered in the hindcasts.

Further analysis are made by considering the historical run in order to see the impact
of the ocean-atmosphere initialization on the HTR. The HTR is weaker in the uninitial-
ized runs (Fig. 4.9c) with respect to the initialized and reanalysis. This validates the
importance of the atmosphere initialization for a better predictability of the ZMZW. Ad-
ditionally in agreement with Schirber et al. (2014) larger values of easterly winds reach
lower altitudes in the lower stratosphere in ERA and initialized runs compared to uni-
tilized runs, but ends at 50 hPa rather that 90 hPa. The different behaviour of the HTR
may also be related to ENSO. ENSO is one of the largest models of variability in the
climate system, and results of numerous studies have established a strong influence of
ENSO on the vortex (e.g. Wallace and Chang 1982; Free and Seidel 2009). To summa-
rize, the mean vortex temperature is greater during WENSO (warm ENSO phase) than
CENSO (cold ENSO phase) by about the same difference between QBO-E and QBO-W
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winters. The zonal mean zonal wind has been found to be smaller and displace south
during WENSO in January and February (Mitchell et al., 2011) with CENSO living rise
to opposite and smaller anomalies. On average, ENSO influence appears later in the
winter stratosphere than the QBO. Butler and Polvani (2011) also found that SSWs are
more frequent during both large WENSO and CENSO events than during neutral ENSO
years, however those results do not have a large statistical significance. A large num-
bers of modeling studies have shown that warmed and weakened vortex during WENSO
events are due to enhanced wavenumber-1 planetary wave forcing in the stratosphere
(e.g. Manzini et al. 2006; Cagnazzo and Manzini 2009; Sassi et al. 2004; Ineson and
Scaife 2009). Moreover, there is observational and modeling evidence that QBO and
ENSO influence the vortex through a non-linear interaction (Garfinkel and Hartmann
(2007); Calvo et al. (2009). These results indicate that if in the historical uninitialized
QBO composites, the number of WENSO and CENSO years included is different than
in the initialized runs, this could lead to differences in the HTR due to the ENSO-QBO
interaction. This possible result is not verified here, but will be analysed in a next study.
The composites are calculated also over the sub-sampled 5-yearly initialized runs (Fig.
4.9d) that show stronger jets in equatorial stratosphere and the related signal in polar
vortex domain, compared to yearly initialized hindcasts. This is in agreement with the
result found in section 3.2.2 according to which in 5-yearly initialized hindcasts the skill
shows higher significance related to the QBO phase in respect to the yearly initialized
runs, in these two regions.
For a better understanding of the initialization influence in the HTR representation we
diagnose the ZMZW composites from the CMCC-CMS simulations (Fig. 4.10a).
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Figure 4.10: Composites of the zonal mean zonal wind anomalies (m/s) based on the
QBO winter (JFM) index (see text for details) from CMCC-CMS (a) 1-yearly initialized
hindcasts; (b) historical. Only lead-year 1 is considered in the hindcasts.

Compared to reanalysis and MPI-ESM-MR results, it is clearly shown a weaker alter-
nation of westerly-easterly (maximum is 10 m/s) structure and less intense polar vortex
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signal. This finding makes clear the importance of the atmosphere initialization, leading
to enhanced skill in the equatorial stratospheric region together with a better simulated
HTR in the near term predictions. Extra investigation about initialization effect on HTR
is made through the composite of CMCC-CMS historical ZMZW (Fig. 4.10b). From a
comparison between the composite for the initialized hindcasts and the composite for his-
torical run similar structure and intensity values are found. This suggests that the HTR
in the simulations is not affected by the ocean initialization. The QBO has effects on the
strength of the polar vortex, this connection is found in the initialized hincasts through
a QBO index calculated considering JFM of lead time 1, computing the composites as
west minus east QBO phase. The result of a well-reproduced HTR by initialized hind-
casts of MPI-ESM-MR confirms the importance of the initialization of the atmosphere,
providing evidence that a proper initialization of the QBO might be beneficial not only
for the predictability of the extra-tropics.



Chapter 5

Discussion and conclusions

In this work, the role of the stratosphere on the multi-annual predictability of the cli-
mate system has been examined. This topic has been approached with the innovative
experimental framework of decadal predictions, recently adopted in the CMIP5 effort, as
part of the IPCC AR5 assessment. Specifically, two sets of decadal hindcasts performed
with state-of-the-art climate models, including a well-resolved stratosphere (CMCC-CMS
and MPI-ESM-MR) were analysed in order to evaluate the separate impact of a realistic
ocean and atmosphere initialization.
A first look was dressed to the surface temperature skill, assessing that both ocean and
atmosphere initializations give globally an improvement to the predictive skill. Succeed-
ing the attention was leaded to the atmospheric variable zonal wind averaged zonally. As
result the skill associated with the zonal wind for ocean initialized system (CMCC-CMS)
increases with lead-time, attributable to the initial and boundary conditions influence.
While the effect of the atmosphere initialization on the (MPI-ESM-MR) hindcasts de-
creases with lead-time, consistently with the memory time scale of the atmosphere ini-
tialization effects. An important aspect of the initialization effect is given by considering
the initialization at different QBO phases. It suggests a dependency of the skill from the
QBO phase initialization.
After the predictive skill verification, this study moved to the investigation of the ocean/
atmosphere initialization impact on the variability and predictability of two stratospheric
mechanisms, such as SSWs events and the QBO-polar vortex connection.
The initialization effects on the SSWs are analysed at both intraseasonal and interannual
scales. The study of SSW variability is based on the comparison between the initialized
with uninitialized SSW event distribution. In general CMCC-CMS model overestimate
the SSWs observed in the initialized simulations. Specifically, results from the MPI-ESM-
MR (atmosphere-initialized) model show an improvement on boreal winter (NDJFM) in-
traseasonal variability. The intraseasonal distribution of events is not in agreement with
observations, also if the yearly initialized simulations show a considerably improvements
compared with 5 yearly initialized runs. The interannual variability in the initialized
hindcasts is qualitatively consistent with the observed year-to-year SSW variability, but
the "zero-events" detected in observational records are never reproduced by any of the
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inspected models.
The interannual predictability of the zonal wind in the northern hemispheric stratosphere
and a potential QBO influence on extra-tropical predictive skill were also investigated. In
agreement with (Pohlmann et al., 2013) and (Scaife et al., 2014) we found with yearly ini-
tialized MPI-ESM-MR hindcasts significant skill at lead year from 1 up to 4 in equatorial
stratospheric area, where the variability is dominated by QBO mode. The influence of
atmosphere and ocean initialization, and in particular of the connection between equa-
torial stratosphere (through the QBO phase) and the extra-tropical circulation (polar
vortex strength) has been inspected, through an analysis of the Holton-Tan relationship
in the two decadal prediction systems. From analysis of the composites the importance
of the initialization of the atmosphere is confirmed by the well reproduced HTR from
MPI-ES-MR yearly initialized hindcasts. Interesting information is given by the unini-
tialized run of CMCC-CMS showing that the ocean initialization has not influence in the
HTR representation.
These results suggest that the atmosphere initialization has a key role on the variability
and predictability of stratospheric processes providing evidence that a proper initializa-
tion of the QBO might be beneficial not only for the predictability of the tropics but also
in the extra-tropics. However the ocean initialization gives additional improvement of
the skill at longer term prediction. The ocean initialization influence needs to be anal-
ysed further as enhanced skill is found at longer term. Subject of investigation can be
an ocean-atmosphere connection with multi-decadal oscillation in North Atlantic of the
SSTs. This analyses may help to understand processes related to the skill of the zonal
wind found in the lower stratosphere.
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